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Preface

This book is meant to be an introduction to Riemannian geometry. The reader
is assumed to have some knowledge of standard manifold theory, including basic
theory of tensors, forms, and Lie groups. At times we shall also assume familiarity
with algebraic topology and de Rham cohomology. Specifically, we recommend
that the reader is familiar with texts like [14], [63], or [87, vol. 1]. For the readers
who have only learned a minimum of tensor analysis we have an appendix which
covers Lie derivatives, forms, Stokes’ theorem, Čech cohomology, and de Rham
cohomology. The reader should also have a nodding acquaintance with ordinary
differential equations. For this, a text like [67]is more than sufficient.

Most of the material usually taught in basic Riemannian geometry, as well
as several more advanced topics, is presented in this text. Several theorems from
chapters 7 to 11 appear for the first time in textbook form. This is particularly
surprising as we have included essentially only the material students of Riemannian
geometry must know.

The approach we have taken sometimes deviates from the standard path. Aside
from the usual variational approach (added in the second edition) we have also
developed a more elementary approach that simply uses standard calculus together
with some techniques from differential equations. Our motivation for this treatment
has been that examples become a natural and integral part of the text rather than a
separate item that is sometimes minimized. Another desirable by-product has been
that one actually gets the feeling that gradients, Hessians, Laplacians, curvatures,
and many other things are actually computable.

We emphasize throughout the text the importance of using the correct type
of coordinates depending on the theoretical situation at hand. First, we develop a
substitute for the second variation formula by using adapted frames or coordinates.
This is the approach mentioned above that can be used as an alternative to varia-
tional calculus. These are coordinates naturally associated to a distance function.
If, for example we use the function that measures the distance to a point, then the
adapted coordinates are nothing but polar coordinates. Next, we have exponential
coordinates, which are of fundamental importance in showing that distance func-
tions are smooth. Then distance coordinates are used first to show that distance-
preserving maps are smooth, and then later to give good coordinate systems in
which the metric is sufficiently controlled so that one can prove, say, Cheeger’s
finiteness theorem. Finally, we have harmonic coordinates. These coordinates have
some magical properties. One, in particular, is that in such coordinates the Ricci
curvature is essentially the Laplacian of the metric.

From a more physical viewpoint, the reader will get the idea that we are also
using the Hamilton-Jacobi equations instead of only relying on the Euler-Lagrange
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viii PREFACE

equations to develop Riemannian geometry (see [5]for an explanation of these mat-
ters). It is simply a matter of taste which path one wishes to follow, but surprisingly,
the Hamilton-Jacobi approach has never been tried systematically in Riemannian
geometry.

The book can be divided into five imaginary parts
Part I: Tensor geometry, consisting of chapters 1-4.
Part II: Classical geodesic geometry, consisting of chapters 5 and 6.
Part III: Geometry à la Bochner and Cartan, consisting of chapters 7 and 8.
Part IV: Comparison geometry, consisting of chapters 9-11.
Appendix: De Rham cohomology.
Chapters 1-8 give a pretty complete picture of some of the most classical results

in Riemannian geometry, while chapters 9-11 explain some of the more recent de-
velopments in Riemannian geometry. The individual chapters contain the following
material:

Chapter 1: Riemannian manifolds, isometries, immersions, and submersions are
defined. Homogeneous spaces and covering maps are also briefly mentioned. We
have a discussion on various types of warped products, leading to an elementary
account of why the Hopf fibration is also a Riemannian submersion.

Chapter 2: Many of the tensor constructions one needs on Riemannian man-
ifolds are developed. First the Riemannian connection is defined, and it is shown
how one can use the connection to define the classical notions of Hessian, Laplacian,
and divergence on Riemannian manifolds. We proceed to define all of the important
curvature concepts and discuss a few simple properties. Aside from these important
tensor concepts, we also develop several important formulas that relate curvature
and the underlying metric. These formulas are to some extent our replacement
for the second variation formula. The chapter ends with a short section where
such tensor operations as contractions, type changes, and inner products are briefly
discussed.

Chapter 3: First, we indicate some general situations where it is possible to
diagonalize the curvature operator and Ricci tensor. The rest of the chapter is
devoted to calculating curvatures in several concrete situations such as: spheres,
product spheres, warped products, and doubly warped products. This is used to
exhibit some interesting examples that are Ricci flat and scalar flat. In particular,
we explain how the Riemannian analogue of the Schwarzschild metric can be con-
structed. Several different models of hyperbolic spaces are mentioned. We have a
section on Lie groups. Here two important examples of left-invariant metrics are
discussed as well the general formulas for the curvatures of bi-invariant metrics.
Finally, we explain how submersions can be used to create new examples. We
have paid detailed attention to the complex projective space. There are also some
general comments on how submersions can be constructed using isometric group
actions.

Chapter 4: Here we concentrate on the special case where the Riemannian man-
ifold is a hypersurface in Euclidean space. In this situation, one gets some special
relations between curvatures. We give examples of simple Riemannian manifolds
that cannot be represented as hypersurface metrics. Finally we give a brief in-
troduction to the global Gauss-Bonnet theorem and its generalization to higher
dimensions.

Chapter 5: This chapter further develops the foundational topics for Riemann-
ian manifolds. These include, the first variation formula, geodesics, Riemannian
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manifolds as metric spaces, exponential maps, geodesic completeness versus metric
completeness, and maximal domains on which the exponential map is an embed-
ding. The chapter ends with the classification of simply connected space forms and
metric characterizations of Riemannian isometries and submersions.

Chapter 6: We cover two more foundational techniques: parallel translation and
the second variation formula. Some of the classical results we prove here are: The
Hadamard-Cartan theorem, Cartan’s center of mass construction in nonpositive
curvature and why it shows that the fundamental group of such spaces are torsion
free, Preissmann’s theorem, Bonnet’s diameter estimate, and Synge’s lemma. We
have supplied two proofs for some of the results dealing with non-positive curvature
in order that people can see the difference between using the variational (or Euler-
Lagrange) method and the Hamilton-Jacobi method. At the end of the chapter
we explain some of the ingredients needed for the classical quarter pinched sphere
theorem as well as Berger’s proof of this theorem. Sphere theorems will also be
revisited in chapter 11.

Chapter 7: Many of the classical and more recent results that arise from the
Bochner technique are explained. We start with Killing fields and harmonic 1-forms
as Bochner did, and finally, discuss some generalizations to harmonic p-forms. For
the more advanced audience we have developed the language of Clifford multipli-
cation for the study p-forms, as we feel that it is an important way of treating
this material. The last section contains some more exotic, but important, situa-
tions where the Bochner technique is applied to the curvature tensor. These last
two sections can easily be skipped in a more elementary course. The Bochner tech-
nique gives many nice bounds on the topology of closed manifolds with nonnegative
curvature. In the spirit of comparison geometry, we show how Betti numbers of
nonnegatively curved spaces are bounded by the prototypical compact flat manifold:
the torus.

The importance of the Bochner technique in Riemannian geometry cannot be
sufficiently emphasized. It seems that time and again, when people least expect it,
new important developments come out of this simple philosophy.

While perhaps only marginally related to the Bochner technique we have also
added a discussion on how the presence of Killing fields in positive sectional curva-
ture can lead to topological restrictions. This is a rather new area in Riemannian
geometry that has only been developed in the last 15 years.

Chapter 8: Part of the theory of symmetric spaces and holonomy is developed.
The standard representations of symmetric spaces as homogeneous spaces and via
Lie algebras are explained. We prove Cartan’s existence theorem for isometries.
We explain how one can compute curvatures in general and make some concrete
calculations on several of the Grassmann manifolds including complex projective
space. Having done this, we define holonomy for general manifolds, and discuss the
de Rham decomposition theorem and several corollaries of it. The above examples
are used to give an idea of how one can classify symmetric spaces. Also, we show
in the same spirit why symmetric spaces of (non)compact type have (nonpositive)
nonnegative curvature operator. Finally, we present a brief overview of how holo-
nomy and symmetric spaces are related with the classification of holonomy groups.
This is used in a grand synthesis, with all that has been learned up to this point,
to give Gallot and Meyer’s classification of compact manifolds with nonnegative
curvature operator.
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Chapter 9: Manifolds with lower Ricci curvature bounds are investigated in
further detail. First, we discuss volume comparison and its uses for Cheng’s maxi-
mal diameter theorem. Then we investigate some interesting relationships between
Ricci curvature and fundamental groups. The strong maximum principle for contin-
uous functions is developed. This result is first used in a warm-up exercise to give
a simple proof of Cheng’s maximal diameter theorem. We then proceed to prove
the Cheeger-Gromoll splitting theorem and discuss its consequences for manifolds
with nonnegative Ricci curvature.

Chapter 10: Convergence theory is the main focus of this chapter. First, we
introduce the weakest form of convergence: Gromov-Hausdorff convergence. This
concept is often useful in many contexts as a way of getting a weak form of conver-
gence. The real object is then to figure out what weak convergence implies, given
some stronger side conditions. There is a section which breezes through Hölder
spaces, Schauder’s elliptic estimates and harmonic coordinates. To facilitate the
treatment of the stronger convergence ideas, we have introduced a norm concept
for Riemannian manifolds. We hope that these norms will make the subject a little
more digestible. The main idea of this chapter is to prove the Cheeger-Gromov con-
vergence theorem, which is called the Convergence Theorem of Riemannian Geom-
etry, and Anderson’s generalizations of this theorem to manifolds with bounded
Ricci curvature.

Chapter 11: In this chapter we prove some of the more general finiteness the-
orems that do not fall into the philosophy developed in chapter 10. To begin,
we discuss generalized critical point theory and Toponogov’s theorem. These two
techniques are used throughout the chapter to prove all of the important theorems.
First, we probe the mysteries of sphere theorems. These results, while often unap-
preciated by a larger audience, have been instrumental in developing most of the
new ideas in the subject. Comparison theory, injectivity radius estimates, and To-
ponogov’s theorem were first used in a highly nontrivial way to prove the classical
quarter pinched sphere theorem of Rauch, Berger, and Klingenberg. Critical point
theory was invented by Grove and Shiohama to prove the diameter sphere theorem.
After the sphere theorems, we go through some of the major results of compari-
son geometry: Gromov’s Betti number estimate, The Soul theorem of Cheeger and
Gromoll, and The Grove-Petersen homotopy finiteness theorem.

Appendix A: Here, some of the important facts about forms and tensors are
collected. Since Lie derivatives are used rather heavily at times we have included
an initial section on this. Stokes’ theorem is proved, and we give a very short and
streamlined introduction to Čech and de Rham cohomology. The exposition starts
with the assumption that we only work with manifolds that can be covered by
finitely many charts where all possible intersections are contractible. This makes
it very easy to prove all of the major results, as one can simply use the Poincaré
and Meyer-Vietoris lemmas together with induction on the number of charts in the
covering.

At the end of each chapter, we give a list of books and papers that cover and
often expand on the material in the chapter. We have whenever possible attempted
to refer just to books and survey articles. The reader is then invited to go from
those sources back to the original papers. For more recent works, we also give
journal references if the corresponding books or surveys do not cover all aspects of
the original paper. One particularly exhaustive treatment of Riemannian Geometry
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for the reader who is interested in learning more is [11]. Other valuable texts that
expand or complement much of the material covered here are [70], [87]and [90].
There is also a historical survey by Berger (see [10]) that complements this text
very well.

A first course should definitely cover chapters 2, 5, and 6 together with whatever
one feels is necessary from chapters 1, 3, and 4. Note that chapter 4 is really a
world unto itself and is not used in a serious way later in the text. A more advanced
course could consist of going through either part III or IV as defined earlier. These
parts do not depend in a serious way on each other. One can probably not cover the
entire book in two semesters, but one can cover parts I, II, and III or alternatively
I, II, and IV depending on one’s inclination. It should also be noted that, if one
ignores the section on Killing fields in chapter 7, then this material can actually
be covered without having been through chapters 5 and 6. Each of the chapters
ends with a collection of exercises. These exercises are designed both to reinforce
the material covered and to establish some simple results that will be needed later.
The reader should at least read and think about all of the exercises, if not actually
solve all of them.

There are several people I would like to thank. First and foremost are those stu-
dents who suffered through my various pedagogical experiments with the teaching
of Riemannian geometry. Special thanks go to Marcel Berger, Hao Fang, Semion
Shteingold, Chad Sprouse, Marc Troyanov, Gerard Walschap, Nik Weaver, Fred
Wilhelm and Hung-Hsi Wu for their constructive criticism of parts of the book.
For the second edition I’d also like to thank Edward Fan, Ilkka Holopainen, Geof-
frey Mess, Yanir Rubinstein, and Burkhard Wilking for making me aware of typos
and other deficiencies in the first edition. I would especially like to thank Joseph
Borzellino for his very careful reading of this text, and Peter Blomgren for writing
the programs that generated Figures 2.1 and 2.2. Finally I would like to thank
Robert Greene, Karsten Grove, and Gregory Kallo for all the discussions on geom-
etry we have had over the years.

The author was supported in part by NSF grants DMS 0204177 and DMS
9971045.
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CHAPTER 1

Riemannian Metrics

In this chapter we shall introduce the category (i.e., sets and maps) that we
wish to work with. Without discussing any theory we present many examples of
Riemannian manifolds and Riemannian maps. All of these examples will form the
foundation for future investigations into constructions of Riemannian manifolds
with various interesting properties.

The abstract definition of a Riemannian manifold used today dates back only
to the 1930s as it wasn’t really until Whitney’s work in 1936 that mathematicians
obtained a clear understanding of what abstract manifolds were, other than just be-
ing submanifolds of Euclidean space. Riemann himself defined Riemannian metrics
only on domains in Euclidean space. Riemannian manifolds where then objects
that locally looked like a general metric on a domain in Euclidean space, rather
than manifolds with an inner product on each tangent space. Before Riemann,
Gauss and others only worked with 2-dimensional geometry. The invention of Rie-
mannian geometry is quite curious. The story goes that Gauss was on Riemann’s
defense committee for his Habilitation (super doctorate). In those days, the candi-
date was asked to submit three topics in advance, with the implicit understanding
that the committee would ask to hear about the first topic (the actual thesis was
on Fourier series and the Riemann integral.) Riemann’s third topic was “On the
Hypotheses which lie at the Foundations of Geometry.” Clearly he was hoping that
the committee would select from the first two topics, which were on material he
had already worked on. Gauss, however, always being in an inquisitive mood, de-
cided he wanted to hear whether Riemann had anything to say about the subject
on which he, Gauss, was the reigning expert. So, much to Riemann’s dismay, he
had to go home and invent Riemannian geometry to satisfy Gauss’s curiosity. No
doubt Gauss was suitably impressed, a very rare occurrence indeed for him.

From Riemann’s work it appears that he worked with changing metrics mostly
by multiplying them by a function (conformal change). By conformally changing
the standard Euclidean metric he was able to construct all three constant-curvature
geometries in one fell swoop for the first time ever. Soon after Riemann’s discover-
ies it was realized that in polar coordinates one can change the metric in a different
way, now referred to as a warped product. This also yields in a unified way all con-
stant curvature geometries. Of course, Gauss already knew about polar coordinate
representations on surfaces, and rotationally symmetric metrics were studied even
earlier. But these examples are much simpler than the higher-dimensional ana-
logues. Throughout this book we shall emphasize the importance of these special
warped products and polar coordinates. It is not far to go from warped products to
doubly warped products, which will also be defined in this chapter, but they don’t
seem to have attracted much attention until Schwarzschild discovered a vacuum
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2 1. RIEMANNIAN METRICS

space-time that wasn’t flat. Since then, doubly warped products have been at the
heart of many examples and counterexamples in Riemannian geometry.

Another important way of finding Riemannian metrics is by using left-invariant
metrics on Lie groups. This leads us to, among other things, the Hopf fibration
and Berger spheres. Both of these are of fundamental importance and are also at
the core of a large number of examples in Riemannian geometry. These will also
be defined here and studied further throughout the book.

1. Riemannian Manifolds and Maps

A Riemannian manifold (M, g) consists of a C∞-manifold M and a Euclidean
inner product gp or g|p on each of the tangent spaces TpM of M . In addition
we assume that gp varies smoothly. This means that for any two smooth vector
fields X,Y the inner product gp(X|p, Y |p) should be a smooth function of p. The
subscript p will be suppressed when it is not needed. Thus we might write g (X,Y )
with the understanding that this is to be evaluated at each p where X and Y are
defined. When we wish to associate the metric with M we also denote it as gM .
Often we shall also need M to be connected, and thus we make the assumption
throughout the book that we work only with connected manifolds.

All inner product spaces of the same dimension are isometric; therefore all
tangent spaces TpM on a Riemannian manifold (M, g) are isometric to the n-
dimensional Euclidean space Rn endowed with its canonical inner product. Hence,
all Riemannian manifolds have the same infinitesimal structure not only as mani-
folds but also as Riemannian manifolds.

Example 1. The simplest and most fundamental Riemannian manifold is
Euclidean space (Rn, can). The canonical Riemannian structure “can” is defined
by identifying the tangent bundle Rn×Rn � TRn via the map: (p, v) → velocity of
the curve t → p + tv at t = 0. The standard inner product on Rn is then defined by

g ((p, v) , (p, w)) = v · w.

A Riemannian isometry between Riemannian manifolds (M, gM ) and (N, gN )
is a diffeomorphism F : M → N such that F ∗gN = gM , i.e.,

gN (DF (v), DF (w)) = gM (v, w)

for all tangent vectors v, w ∈ TpM and all p ∈ M . In this case F−1 is a Riemannian
isometry as well.

Example 2. Whenever we have a finite-dimensional vector space V with an in-
ner product, we can construct a Riemannian manifold by declaring, as with Euclid-
ean space, that

g((p, v), (p, w)) = v · w.

If we have two such Riemannian manifolds (V, gV ) and (W, gW ) of the same di-
mension, then they are isometric. The Riemannian isometry F : V → W is simply
the linear isometry between the two spaces. Thus (Rn, can) is not only the only
n-dimensional inner product space, but also the only Riemannian manifold of this
simple type.

Suppose that we have an immersion (or embedding) F : M → N , and that
(N, gN ) is a Riemannian manifold. We can then construct a Riemannian metric on
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Figure 1.1

M by pulling back gN to gM = F ∗gN on M , in other words,

gM (v, w) = gN (DF (v) , DF (w)) .

Notice that this defines an inner product as DF (v) = 0 implies v = 0.
A Riemannian immersion (or Riemannian embedding) is thus an immersion

(or embedding) F : M → N such that gM = F ∗gN . Riemannian immersions are
also called isometric immersions, but as we shall see below they are almost never
distance preserving.

Example 3. We now come to the second most important example. Define

Sn(r) = {x ∈ Rn+1 : |x| = r}.
This is the Euclidean sphere of radius r. The metric induced from the embedding
Sn(r) ↪→ Rn+1 is the canonical metric on Sn(r). The unit sphere, or standard
sphere, is Sn = Sn(1) ⊂ Rn+1 with the induced metric. In Figure 1.1 is a picture
of the unit sphere in R3 shown with latitudes and longitudes.

Example 4. If k < n there are, of course, several linear isometric immersions
(Rk, can) → (Rn, can). Those are, however, not the only isometric immersions. In
fact, any curve γ : R → R2 with unit speed, i.e., |γ̇(t)| = 1 for all t ∈ R, is an
example of an isometric immersion. One could, for example, take

t → (cos t, sin t)

as an immersion, and

t →
(
log

(
t +

√
1 + t2

)
,
√

1 + t2
)

as an embedding. A map of the form:

F : Rk→ Rk+1

F (x1, . . . , xk) = (γ(x1), x2, . . . , xk),

(where γ fills up the first two entries) will then give an isometric immersion (or
embedding) that is not linear. This is counterintuitive in the beginning, but serves to
illustrate the difference between a Riemannian immersion and a distance-preserving
map. In Figure 1.2 there are two pictures, one of the cylinder, the other of the
isometric embedding of R2 into R3 just described.
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Figure 1.2

There is also the dual concept of a Riemannian submersion F : (M, gM ) →
(N, gN ). This is a submersion F : M → N such that for each p ∈ M, DF :
ker⊥(DF ) → TF (p)N is a linear isometry. In other words, if v, w ∈ TpM are
perpendicular to the kernel of DF : TpM → TF (p)N, then

gM (v, w) = gN (DF (v) , DF (w)) .

This is also equivalent to saying that the adjoint (DFp)
∗ : TF (p)N → TpM pre-

serves inner products of vectors. Thus the notion is dual to that of a Riemannian
immersion.

Example 5. Orthogonal projections (Rn, can) → (Rk
, can) where k < n are

examples of Riemannian submersions.

Example 6. A much less trivial example is the Hopf fibration S3(1) → S2( 1
2 ).

As observed by F. Wilhelm this map can be written as

(z, w) →
(

1
2

(
|w|2 − |z|2

)
, zw̄

)
if we think of S3(1) ⊂ C2 and S2( 1

2 ) ⊂ R ⊕ C. Note that the fiber containing
(z, w) consists of the points

(
eiθz, eiθw

)
and hence i (z, w) is tangent to the fiber.

Therefore, the tangent vectors that are perpendicular to those points are of the form
λ (−w̄, z̄) , λ ∈ C. We can check what happens to these tangent vectors by computing(

1
2

(
|w + λz̄|2 − |z − λw̄|2

)
, (z − λw̄) (w + λz̄)

)
and then isolating the first order term in λ. This term is(

2Re
(
λ̄zw

)
,−λw̄2 + λ̄z2

)
and has length |λ| . As this is also the length of λ (−w̄, z̄) we have shown that the map
is a Riemannian submersion. Below we will examine this example more closely.

Finally we should mention a very important generalization of Riemannian
manifolds. A semi- or pseudo-Riemannian manifold consists of a manifold and
a smoothly varying symmetric bilinear form g on each tangent space. We assume
in addition that g is nondegenerate, i.e., for each nonzero v ∈ TpM there exists
w ∈ TpM such that g (v, w) �= 0. This is clearly a generalization of a Riemann-
ian metric where we have the more restrictive assumption that g (v, v) > 0 for all
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nonzero v. Each tangent space admits a splitting TpM = P ⊕ N such that g is
positive definite on P and negative definite on N. These subspaces are not unique
but it is easy to show that their dimensions are. Continuity of g shows that nearby
tangent spaces must have a similar splitting where the subspaces have the same di-
mension. Thus we can define the index of a connected semi-Riemannian manifold
as the dimension of the subspace N on which g is negative definite.

Example 7. Let n = n1 + n2 and Rn1,n2 = Rn1 × Rn2 . We can then write
vectors in Rn1,n2 as v = v1 + v2, where v1 ∈ Rn1 and v2 ∈ Rn2 . A natural semi-
Riemannian metric of index n1 is defined by

g ((p, v) , (p, w)) = −v1 · w1 + v2 · w2.

When n1 = 1 or n2 = 1 this coincides with one or the other version of Minkowski
space. We shall use this space in chapter 3.

Much of the tensor analysis that we shall do on Riemannian manifolds can be
carried over to semi-Riemannian manifolds without further ado. It is only when we
start using norms of vectors that things won’t work out in a similar fashion.

2. Groups and Riemannian Manifolds

We shall study groups of Riemannian isometries on Riemannian manifolds and
see how this can be useful in constructing new Riemannian manifolds.

2.1. Isometry Groups. For a Riemannian manifold (M, g) let Iso(M) =
Iso(M, g) denote the group of Riemannian isometries F : (M, g) → (M, g) and
Isop(M, g) the isotropy (sub)group at p, i.e., those F ∈ Iso(M, g) with F (p) =
p. A Riemannian manifold is said to be homogeneous if its isometry group acts
transitively , i.e., for each pair of points p, q ∈ M there is an F ∈ Iso (M, g) such
that F (p) = q.

Example 8.

Iso(Rn, can) = Rn � O (n)
= {F : Rn→ Rn : F (x) = v + Ox, v ∈ Rn and O ∈ O(n)}.

(Here H � G is the semidirect product, with G acting on H in some way.) The
translational part v and rotational part O are uniquely determined. It is clear that
these maps indeed are isometries. To see the converse first observe that G (x) =
F (x)−F (0) is also a Riemannian isometry. Using that it is a Riemannian isometry,
we observe that at x = 0 the differential DG0 ∈ O (n) . Thus, G and DG0 are
isometries on Euclidean space, both of which preserve the origin and have the same
differential there. It is then a general uniqueness result for Riemannian isometries
that G = DG0 (see chapter 5). In the exercises to chapter 2 there is a more
elementary proof which only works for Euclidean space.

The isotropy group Isop is apparently always isomorphic to O(n), so we see that
Rn � Iso/Isop for any p ∈ Rn. This is in fact always true for homogeneous spaces.

Example 9. On the sphere

Iso(Sn(r), can) = O(n + 1) = Iso0(Rn+1, can).
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It is again clear that O(n+1) ⊂ Iso(Sn(r), can). Conversely, if F ∈ Iso(Sn(r), can)
extend it to

F̃ : Rn+1→ Rn+1

F̃ (x) = |x| · r−1 · F
(
x · |x|−1 · r

)
,

F̃ (0) = 0.

Then check that
F̃ ∈ Iso0(Rn+1, can) = O(n + 1).

This time the isotropy groups are isomorphic to O(n), that is, those elements of
O(n + 1) fixing a 1-dimensional linear subspace of Rn+1. In particular, O(n +
1)/O(n) � Sn.

2.2. Lie Groups. More generally, consider a Lie group G. The tangent space
can be trivialized

TG � G× TeG

by using left (or right) translations on G. Therefore, any inner product on TeG
induces a left-invariant Riemannian metric on G i.e., left translations are Riemann-
ian isometries. It is obviously also true that any Riemannian metric on G for which
all left translations are Riemannian isometries is of this form. In contrast to Rn,
not all of these Riemannian metrics need be isometric to each other. A Lie group
might therefore not come with a canonical metric.

If H is a closed subgroup of G, then we know that G/H is a manifold. If
we endow G with a metric such that right translation by elements in H act by
isometries, then there is a unique Riemannian metric on G/H making the projection
G → G/H into a Riemannian submersion. If in addition the metric is also left
invariant then G acts by isometries on G/H (on the left) thus making G/H into a
homogeneous space.

We shall investigate the next two examples further in chapter 3.

Example 10. The idea of taking the quotient of a Lie group by a subgroup
can be generalized. Consider S2n+1(1) ⊂ Cn+1. S1 = {λ ∈ C : |λ| = 1} acts by
complex scalar multiplication on both S2n+1 and Cn+1; furthermore this action is
by isometries. We know that the quotient S2n+1/S1 = CPn, and since the action
of S1 is by isometries, we induce a metric on CPn such that S2n+1 → CPn is
a Riemannian submersion. This metric is called the Fubini-Study metric. When
n = 1, this turns into the Hopf fibration S3(1) → CP 1 = S2( 1

2 ).

Example 11. One of the most important nontrivial Lie groups is SU (2) , which
is defined as

SU (2) =
{
A ∈ M2×2 (C) : detA = 1, A∗ = A−1

}
=

{[
z w
−w̄ z̄

]
: |z|2 + |w|2 = 1

}
= S3 (1) .

The Lie algebra su (2) of SU (2) is

su (2) =
{[

iα β + iγ
−β + iγ −iα

]
: α, β, γ ∈ R

}
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and is spanned by

X1 =
[

i 0
0 −i

]
, X2 =

[
0 1
−1 0

]
, X3 =

[
0 i
i 0

]
.

We can think of these matrices as left-invariant vector fields on SU (2). If we declare
them to be orthonormal, then we get a left-invariant metric on SU (2), which as we
shall later see is S3 (1). If instead we declare the vectors to be orthogonal, X1 to have
length ε, and the other two to be unit vectors, we get a very important 1-parameter
family of metrics gε on SU (2) = S3. These distorted spheres are called Berger
spheres. Note that scalar multiplication on S3 ⊂ C2 corresponds to multiplication
on the left by the matrices [

eiθ 0
0 e−iθ

]
as [

eiθ 0
0 e−iθ

] [
z w
−w̄ z̄

]
=

[
eiθz eiθw

−e−iθw̄ e−iθ z̄

]
Thus X1 is exactly tangent to the orbits of the Hopf circle action. The Berger
spheres are therefore obtained from the canonical metric by multiplying the metric
along the Hopf fiber by ε2.

2.3. Covering Maps. Discrete groups also commonly occur in geometry, of-
ten as deck transformations or covering groups. Suppose that F : M → N is a cov-
ering map. Then F is, in particular, both an immersion and a submersion. Thus,
any Riemannian metric on N induces a Riemannian metric on M, making F into
an isometric immersion, also called a Riemannian covering . Since dimM = dimN,
F must, in fact, be a local isometry, i.e., for every p ∈ M there is a neighborhood
U � p in M such that F |U : U → F (U) is a Riemannian isometry. Notice that
the pullback metric on M has considerable symmetry. For if q ∈ V ⊂ N is evenly
covered by {Up}p∈F−1(q), then all the sets V and Up are isometric to each other.
In fact, if F is a normal covering, i.e., there is a group Γ of deck transformations
acting on M such that:

F−1 (p) = {g (q) : F (q) = p and g ∈ Γ} ,

then Γ acts by isometries on the pullback metric. This can be used in the opposite
direction. Namely, if N = M/Γ and M is a Riemannian manifold, where Γ acts by
isometries, then there is a unique Riemannian metric on N such that the quotient
map is a local isometry.

Example 12. If we fix a basis v1, v2 for R2, then Z2 acts by isometries through
the translations

(n,m) → (x → x + nv1 + mv2).

The orbit of the origin looks like a lattice. The quotient is a torus T 2 with some
metric on it. Note that T 2 is itself an Abelian Lie group and that these metrics are
invariant with respect to the Lie group multiplication. These metrics will depend
on v1 and v2 so they need not be isometric to each other.

Example 13. The involution −I on Sn(1) ⊂ Rn+1 is an isometry and induces
a Riemannian covering Sn → RPn.
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3. Local Representations of Metrics

3.1. Einstein Summation Convention. We shall often use the index and
summation convention introduced by Einstein. Given a vector space V, such as the
tangent space of a manifold, we use subscripts for vectors in V. Thus a basis of
V is denoted by v1, . . . , vn. Given a vector v ∈ V we can then write it as a linear
combination of these basis vectors as follows

v =
∑

i

αivi = αivi =
[

v1 · · · vn

] ⎡⎢⎣ α1

...
αn

⎤⎥⎦ .

Here we use superscripts on the coefficients and then automatically sum over indices
that are repeated as both sub- and superscripts. If we define a dual basis vi for the
dual space V ∗ = Hom (V, R) as follows:

vi (vj) = δi
j ,

then the coefficients can also be computed via

αi = vi (v) .

It is therefore convenient to use superscripts for dual bases in V ∗. The matrix
representation

(
αj

i

)
of a linear map L : V → V is found by solving

L (vi) = αj
ivj ,

[
L (v1) · · · L (vn)

]
=

[
v1 · · · vn

] ⎡⎢⎣ α1
1 · · · α1

n
...

. . .
...

αn
1 · · · αn

n

⎤⎥⎦
In other words

αj
i = vj (L (vi)) .

As already indicated subscripts refer to the column number and superscripts
to the row number.

When the objects under consideration are defined on manifolds, the conventions
carry over as follows. Cartesian coordinates on Rn and coordinates on a manifold
have superscripts

(
xi

)
, as they are the coefficients of the vector corresponding to

this point. Coordinate vector fields therefore look like

∂i =
∂

∂xi
,

and consequently they have subscripts. This is natural, as they form a basis for the
tangent space. The dual 1-forms

dxi

satisfy
dxj (∂i) = δj

i

and therefore form the natural dual basis for the cotangent space.
Einstein notation is not only useful when one doesn’t want to write summation

symbols, it also shows when certain coordinate- (or basis-) dependent definitions
are invariant under change of coordinates. Examples occur throughout the book.
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For now, let us just consider a very simple situation, namely, the velocity field of a
curve c : I → Rn. In coordinates, the curve is written

c (t) =
(
xi (t)

)
= xi (t) ei,

if ei is the standard basis for Rn. The velocity field is now defined as the vector

ċ (t) =
(
ẋi (t)

)
.

Using the coordinate vector fields this can also be written as

ċ (t) =
dxi

dt

∂

∂xi
= ẋi (t) ∂i.

In a coordinate system on a general manifold we could then try to use this as our
definition for the velocity field of a curve. In this case we must show that it gives
the same answer in different coordinates. This is simply because the chain rule tells
us that

ẋi (t) = dxi (ċ (t)) ,

and then observing that, we have used the above definition for finding the compo-
nents of a vector in a given basis.

Generally speaking, we shall, when it is convenient, use Einstein notation.
When giving coordinate-dependent definitions we shall be careful that they are
given in a form where they obviously conform to this philosophy and are conse-
quently easily seen to be invariantly defined.

3.2. Coordinate Representations. On a manifold M we can multiply 1-
forms to get bilinear forms:

θ1 · θ2(v, w) = θ1(v) · θ2(w).

Note that θ1 · θ2 �= θ2 · θ1. Given coordinates x(p) = (x1, . . . , xn) on an open set
U of M , we can thus construct bilinear forms dxi · dxj . If in addition M has a
Riemannian metric g, then we can write

g = g(∂i, ∂j)dxi · dxj

because

g(v, w) = g(dxi(v)∂i, dxj(w)∂j)

= g(∂i, ∂j)dxi(v) · dxj(w).

The functions g(∂i, ∂j) are denoted by gij . This gives us a representation of g in
local coordinates as a positive definite symmetric matrix with entries parametrized
over U . Initially one might think that this gives us a way of concretely describing
Riemannian metrics. That, however, is a bit optimistic. Just think about how
many manifolds you know with a good covering of coordinate charts together with
corresponding transition functions. On the other hand, coordinate representations
are often a good theoretical tool for doing abstract calculations.

Example 14. The canonical metric on Rn in the identity chart is

g = δijdxidxj =
n∑

i=1

(
dxi

)2
.
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Example 15. On R2 − {half line} we also have polar coordinates (r, θ). In
these coordinates the canonical metric looks like

g = dr2 + r2dθ2.

In other words,
grr = 1, grθ = gθr = 0, gθθ = r2.

To see this recall that

x1 = r cos θ,

x2 = r sin θ.

Thus,

dx1 = cos θdr − r sin θdθ,

dx2 = sin θdr + r cos θdθ,

which gives

g = (dx1)2 + (dx2)2

= (cos θdr − r sin θdθ)2 + (sin θdr + r cos θdθ)2

= (cos2 θ + sin2 θ)dr2 + (r cos θ sin θ − r cos θ sin θ)drdθ

+(r cos θ sin θ − r cos θ sin θ)dθdr + (r2 sin2 θ)dθ2 + (r2 cos2 θ)dθ2

= dr2 + r2dθ2

3.3. Frame Representations. A similar way of representing the metric is by
choosing a frame X1, . . . , Xn on an open set U of M , i.e., n linearly independent
vector fields on U, where n = dimM. If σ1, . . . , σn is the coframe, i.e., the 1-forms
such that σi (Xj) = δi

j , then the metric can be written as

g = gijσ
iσj ,

where gij = g (Xi, Xj) .

Example 16. Any left-invariant metric on a Lie group G can be written as

(σ1)2 + · · ·+ (σn)2

using a coframing dual to left-invariant vector fields X1, . . . , Xn forming an ortho-
normal basis for TeG. If instead we just begin with a framing of left-invariant vector
fields X1, . . . , Xn and dual coframing σ1, . . . , σn, then any left-invariant metric g
depends only on its values on TeG and can therefore be written g = gijσ

iσj, where
gij is a positive definite symmetric matrix with real-valued entries. The Berger
sphere can, for example, be written

gε = ε2(σ1)2 + (σ2)2 + (σ3)2,

where σi(Xj) = δi
j.

Example 17. A surface of revolution consists of a curve

γ(t) = (r(t), z(t)) : I → R2,

where I ⊂ R is open and r(t) > 0 for all t. By rotating this curve around the z-axis,
we get a surface that can be represented as

(t, θ) → f(t, θ) = (r(t) cos θ, r(t) sin θ, z (t)).
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Figure 1.3

This is a cylindrical coordinate representation, and we have a natural frame ∂t, ∂θ

on all of the surface with dual coframe dt, dθ. We wish to write down the induced
metric dx2 + dy2 + dz2 from R3 in this frame. Observe that

dx = ṙ cos (θ) dt− r sin (θ) dθ,

dy = ṙ sin (θ) dt + r cos (θ) dθ,

dz = żdt.

so

dx2 + dy2 + dz2 = (ṙ cos (θ) dt− r sin (θ) dθ)2

+ (ṙ sin (θ) dt + r cos (θ) dθ)2 + (żdt)2

=
(
ṙ2 + ż2

)
dt2 + r2dθ2.

Thus
g = (ṙ2 + ż2)dt2 + r2dθ2.

If the curve is parametrized by arc length, we have the simpler formula:

g = dt2 + r2dθ2.

This is reminiscent of our polar coordinate description of R2. In Figure 1.3 there
are two pictures of surfaces of revolution. The first shows that when r = 0 the
metric looks pinched and therefore destroys the manifold. In the second, r starts
out being zero, but this time the metric appears smooth, as r has vertical tangent
to begin with.

Example 18. On I × S1 we also have the frame ∂t, ∂θ with coframe dt, dθ.
Metrics of the form

g = η2(t)dt2 + ϕ2(t)dθ2

are called rotationally symmetric since η and ϕ do not depend on θ. We can,
by change of coordinates on I, generally assume that η = 1. Note that not all
rotationally symmetric metrics come from surfaces of revolution. For if dt2 +r2dθ2

is a surface of revolution, then ż2 + ṙ2 = 1. Whence |ṙ| ≤ 1.

Example 19. S2(r) ⊂ R3 is a surface of revolution. Just revolve

t → (r sin(tr−1), r cos(tr−1))
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around the z-axis. The metric looks like

dt2 + r2 sin2

(
t

r

)
dθ2.

Note that r sin(tr−1) → t as r → ∞, so very large spheres look like Euclidean
space. By changing r to ir, we arrive at some interesting rotationally symmetric
metrics:

dt2 + r2 sinh2(
t

r
)dθ2,

that are not surfaces of revolution. If we let snk(t) denote the unique solution to

ẍ(t) + k · x(t) = 0,
x(0) = 0,

ẋ(0) = 1,

then we have a 1-parameter family

dt2 + sn2
k(t)dθ2

of rotationally symmetric metrics. (The notation snk will be used throughout the
text, it should not be confused with Jacobi’s elliptic function sn (k, u).) When k = 0,
this is R2; when k > 0, we get S2

(
1√
k

)
; and when k < 0, we arrive at the hyperbolic

(from sinh) metrics from above.

3.4. Polar Versus Cartesian Coordinates. In the rotationally symmetric
examples we haven’t discussed what happens when ϕ(t) = 0. In the revolution
case, the curve clearly needs to have a vertical tangent in order to look smooth. To
be specific, assume that we have dt2 +ϕ2(t)dθ2, ϕ : [0, b) → [0,∞), where ϕ(0) = 0
and ϕ(t) > 0 for t > 0. All other situations can be translated or reflected into this
position. We assume that ϕ is smooth, so we can rewrite it as ϕ(t) = tψ(t) for
some smooth ψ(t) > 0 for t > 0. Now introduce “Cartesian coordinates”

x = t cos θ,

y = t sin θ

near t = 0. Then t2 = x2 + y2 and[
dt
dθ

]
=

[
cos (θ) sin (θ)

−t−1 sin (θ) t−1 cos (θ)

] [
dx
dy

]
=

[
t−1x t−1y
−t−2y t−2x

] [
dx
dy

]
.

Thus,

dt2 + ϕ2(t)dθ2 = dt2 + t2ψ2(t)dθ2

= t−2 (xdx + ydy)2 + (t2)ψ2(t)t−4 (−ydx + xdy)2

= t−2x2dx2 + t−2xydxdy + t−2xydydx

+ t−2y2dy2 + t−2ψ2(t)(xdy − ydx)2

= t−2(x2 + ψ2(t)y2)dx2 + t−2(xy − xyψ2(t))dxdy

+ t−2(xy − xyψ2(t))dydx + t−2(ψ2(t)x2 + y2)dy2,
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whence

gxx =
(x2 + ψ2(t)y2)

x2 + y2
= 1 +

ψ2 (t)− 1
t2

· y2,

gxy = gyx =
1− ψ2(t)

t2
· xy,

gyy =
(ψ2(t)x2 + y2)

x2 + y2
= 1 +

ψ2 (t)− 1
t2

· x2,

and we need to check for smoothness of the functions at (x, y) = 0 (or t = 0). For
this we must obviously check that the function

ψ2 (t)− 1
t2

is smooth at t = 0. First, it is clearly necessary that ψ(0) = 1; this is the vertical
tangent condition. Second, if ψ is given by a power series we see that it must further
satisfy: ψ̇(0) = ψ(3)(0) = · · · = 0. With a little more work these conditions can be
seen to be sufficient when ψ is merely smooth. If we translate back to ϕ, we get
that the metric is smooth at t = 0 iff ϕ(even)(0) = 0 and ϕ̇(0) = 1.

These conditions are all satisfied by the metrics dt2+sn2
k(t)dθ2, where t ∈ [0,∞)

when k ≤ 0 and t ∈ [0, π√
k
] for k > 0. Note that in this case snk(t) is real analytic.

4. Doubly Warped Products

4.1. Doubly Warped Products in General. We can more generally con-
sider metrics on I×Sn−1 of the type dt2+ϕ2(t)ds2

n−1, where ds2
n−1 is the canonical

metric on Sn−1(1) ⊂ Rn. Even more general are metrics of the type:

dt2 + ϕ2(t)ds2
p + ψ2(t)ds2

q

on I × Sp × Sq. The first type are again called rotationally symmetric, while those
of the second type are a special class of doubly warped products. As for smoothness,
when ϕ(t) = 0 we can easily check that the situation for rotationally symmetric
metrics is identical to what happened in the previous section. For the doubly
warped product observe that nondegeneracy of the metric implies that ϕ and ψ
cannot both be zero at the same time. However, we have the following lemmas:

Proposition 1. If ϕ : (0, b) → (0,∞) is smooth and ϕ(0) = 0, then we get a
smooth metric at t = 0 iff

ϕ(even)(0) = 0,
ϕ̇(0) = 1,

and
ψ(0) > 0,

ψ(odd)(0) = 0.

The topology near t = 0 in this case is Rp+1 × Sq.

Proposition 2. If ϕ : (0, b) → (0,∞) is smooth and ϕ(b) = 0, then we get a
smooth metric at t = b iff

ϕ(even)(b) = 0,
ϕ̇(b) = −1,
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and
ψ(b) > 0,

ψ(odd)(b) = 0.

The topology near t = b in this case is again Rp+1 × Sq.

By adjusting and possibly changing the roles of these function we can get three
different types of topologies.

• ϕ,ψ : [0,∞) → [0,∞) are both positive on all of (0,∞). Then we have a
smooth metric on Rp+1 × Sq if ϕ,ψ satisfy the first proposition.

• ϕ,ψ : [0, b] → [0,∞) are both positive on (0, b) and satisfy both proposi-
tions. Then we get a smooth metric on Sp+1 × Sq.

• ϕ,ψ : [0, b] → [0,∞) as in the second type but the roles of ψ and ϕ are
interchanged at t = b. Then we get a smooth metric on Sp+q+1!

4.2. Spheres as Warped Products. First let us show how the standard
sphere can be written as a rotationally symmetric metric in all dimensions. The
metrics dr2 + sn2

k(r)ds2
n−1 are analogous to the surfaces from the last section. So

when k = 0 we get (Rn, can), and when k = 1 we get (Sn(1), can). To see the last
statement observe that we have a map

F : (0, π)× Rn → R× Rn,

F (r, z) = (t, x) = (cos(r), sin(r) · z),

which reduces to a map

G : (0, π)× Sn−1 → R× Rn,

G(r, z) = (cos(r), sin(r) · z).

Thus, G really maps into the unit sphere in Rn+1. To see that G is a Riemannian
isometry we just compute the canonical metric on R× Rn using the coordinates
(cos(r), sin(r) · z). To do the calculation we use that

1 =
(
z1

)2
+ · · ·+ (zn)2 ,

0 = d
((

z1
)2

+ · · ·+ (zn)2
)

= 2
(
z1dz1 + · · ·+ zndzn

)
can = dt2 +

∑
δijdxidxj

= (d cos (r))2 +
∑

δijd
(
sin (r) zi

)
d
(
sin (r) zj

)
= sin2 (r) dr2 +

∑
δij

(
zi cos (r) dr + sin (r) dzi

) (
zj cos (r) dr + sin (r) dzj

)
= sin2 (r) dr2 +

∑
δijz

izj cos2 (r) dr2 +
∑

δijz
i cos (r) sin (r) drdzj

+
∑

δijz
j cos (r) sin (r) dzidr +

∑
δij sin2 (r) dzidzj

= sin2 (r) dr2 + cos2 (r) dr2
∑

δijz
izj + sin2 (r)

∑
δijdzidzj

+ cos (r) sin (r) dr
∑

zidzi + cos (r) sin (r)
(∑

zidzi
)

dr

= dr2 + sin2 (r)
((

dz1
)2

+ · · ·+ (dzn)2
)
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The claim now follows from the fact that
(
dz1

)2 + · · ·+ (dzn)2 restricted to Sn−1

is exactly the canonical metric ds2
n−1.

The metrics
dt2 + sin2(t)ds2

p + cos2(t)ds2
q, t ∈ [0,

π

2
],

are also (Sp+q+1(1), can). Namely, we have Sp ⊂ Rp+1 and Sq ⊂ Rq+1, so we can
map (

0, π
2

)× Sp × Sq → Rp+1×Rq+1,
(t, x, y) → (x · sin(t), y · cos(t)),

where x ∈ Rp+1, y∈ Rq+1 have |x| = |y| = 1. These embeddings clearly map into
the unit sphere. The computations that the map is a Riemannian isometry are
similar to the above calculations.

4.3. The Hopf Fibration. With all this in mind, let us revisit the Hopf
fibration S3(1) → S2

(
1
2

)
and show that it is a Riemannian submersion between

the spaces indicated. On S3(1), write the metric as

dt2 + sin2(t)dθ2
1 + cos2(t)dθ2

2, t ∈
[
0,

π

2

]
,

and use complex coordinates

(t, eiθ1 , eiθ2) → (sin(t)eiθ1 , cos(t)eiθ2)

to describe the isometric embedding(
0,

π

2

)
× S1 × S1 ↪→ S3(1) ⊂ C2.

Since the Hopf fibers come from complex scalar multiplication, we see that they
are of the form

θ → (t, ei(θ1+θ), ei(θ2+θ)).

On S2
(

1
2

)
use the metric

dr2 +
sin2(2r)

4
dθ2, r ∈

[
0,

π

2

]
,

with coordinates

(r, eiθ) →
(

1
2

cos(2r),
1
2

sin(2r)eiθ

)
.

The Hopf fibration in these coordinates looks like

(t, eiθ1 , eiθ2) → (t, ei(θ1−θ2)).

This conforms with Wilhelm’s map defined earlier if we observe that

(sin(t)eiθ1 , cos(t)eiθ2)

is supposed to be mapped to(
1
2
(
cos2 t− sin2 t

)
, sin (t) cos (t) ei(θ1−θ2)

)
=

(
1
2

cos (2t) ,
1
2

sin (2t) ei(θ1−θ2)

)
On S3(1) we have an orthogonal framing{

∂θ1 + ∂θ2 , ∂t,
cos2(t)∂θ1 − sin2(t)∂θ2

cos(t) sin(t)

}
,
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where the first vector is tangent to the Hopf fiber and the two other vectors have
unit length. On S2

(
1
2

)
{∂r,

2
sin(2r)

∂θ}
is an orthonormal frame. The Hopf map clearly maps

∂t → ∂r,

cos2(t)∂θ1 − sin2(t)∂θ2

cos(t) sin(t)
→ cos2(r)∂θ + sin2(r)∂θ

cos (r) sin(r)
=

2
sin(2r)

· ∂θ,

thus showing that it is an isometry on vectors perpendicular to the fiber.
Notice also that the map

(t, eiθ1 , eiθ2) → (cos(t)eiθ1 , sin(t)eiθ2) →
(

cos(t)eiθ1 sin(t)eiθ2

− sin(t)e−iθ2 cos(t)e−iθ1

)
gives us the promised isometry from S3(1) to SU(2), where SU(2) has the left-
invariant metric described earlier.

The map

I × S1 × S1 → I × S1

(t, eiθ1 , eiθ2) → (t, ei(θ1−θ2))

is in fact always a Riemannian submersion when the domain is endowed with the
doubly warped product metric

dt2 + ϕ2(t)dθ2
1 + ψ2(t)dθ2

2

and the target has the rotationally symmetric metric

dr2 +
(ϕ(t) · ψ(t))2

ϕ2(t) + ψ2(t)
dθ2.

This submersion can be generalized to higher dimensions as follows: On I ×
S2n+1 × S1 consider the doubly warped product metric

dt2 + ϕ2(t)ds2
2n+1 + ψ2(t)dθ2.

The unit circle acts by complex scalar multiplication on both S2n+1 and S1 and
consequently induces a free isometric action on this space (if λ ∈ S1 and (z, w) ∈
S2n+1 × S1, then λ · (z, w) = (λz, λw).) The quotient map

I × S2n+1 × S1 → I × ((
S2n+1 × S1

)
/S1

)
can be made into a Riemannian submersion by choosing an appropriate metric on
the quotient space. To find this metric, we split the canonical metric

ds2
2n+1 = h + g,

where h corresponds to the metric along the Hopf fiber and g is the orthogonal
component. In other words, if pr : TpS

2n+1 → TpS
2n+1 is the orthogonal projection

(with respect to ds2
2n+1) whose image is the distribution generated by the Hopf

action, then
h(v, w) = ds2

2n+1(pr(v), pr(w))

and
g(v, w) = ds2

2n+1(v − pr(v), w − pr(w)).
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We can then redefine

dt2 + ϕ2(t)ds2
2n+1 + ψ2(t)dθ2 = dt2 + ϕ2(t)g + ϕ2(t)h + ψ2(t)dθ2.

Now notice that
(
S2n+1 × S1

)
/S1 = S2n+1 and that the S1 only collapses the

Hopf fiber while leaving the orthogonal component to the Hopf fiber unchanged.
In analogy with the above example, we therefore get that the metric on I × S2n+1

can be written

dt2 + ϕ2(t)g +
(ϕ(t) · ψ(t))2

ϕ2(t) + ψ2(t)
h.

In the case where n = 0 we recapture the previous case, as g doesn’t appear.
When n = 1, the decomposition: ds2

3 = h + g can also be written

ds2
3 = (σ1)2 + (σ2)2 + (σ3)2,
h = (σ1)2,
g = (σ2)2 + (σ3)2,

where {σ1, σ2, σ3} is the coframing coming from the identification S3 � SU(2).
The Riemannian submersion in this case can therefore be written(

I × S3 × S1, dt2 + ϕ2 (t) [(σ1)2 + (σ2)2 + (σ3)2] + ψ2(t)dθ2
)

↓(
I × S3, dt2 + ϕ2(t)[(σ2)2 + (σ3)2] + (ϕ(t)·ψ(t))2

ϕ2(t)+ψ2(t)
(σ1)2

)
.

If we let ϕ = sin (t) , ψ = cos (t) , and t ∈ I =
[
0, π

2

]
, then we get the general-

ized Hopf fibration S2n+3 → CPn+1 defined by(
0,

π

2

)
× (

S2n+1 × S1
)→ (

0,
π

2

)
× ((

S2n+1 × S1
)
/S1

)
as a Riemannian submersion, and the Fubini-Study metric on CPn+1 can be rep-
resented as

dt2 + sin2(t)(g + cos2(t)h).

5. Exercises

(1) On product manifolds M×N one has special product metrics g = gM +gN ,
where gM , gN are metrics on M , N respectively.
(a) Show that (Rn, can) =

(
R, dt2

)× · · · × (
R, dt2

)
.

(b) Show that the flat square torus

T 2 = R2/Z2 =

(
S1,

(
1
2π

)2

dθ2

)
×

(
S1,

(
1
2π

)2

dθ2

)
.

(c) Show that

F (θ1, θ2) =
1
2

(cos θ1, sin θ1, cos θ2, sin θ2)

is a Riemannian embedding: T 2 → R4.
(2) Suppose we have an isometric group action G on (M, g) such that the

quotient space M/G is a manifold and the quotient map a submersion.
Show that there is a unique Riemannian metric on the quotient making
the quotient map a Riemannian submersion.
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(3) Construct paper models of the Riemannian manifolds
(
R2, dt2 + a2t2dθ2

)
.

If a = 1, this is of course the Euclidean plane, and when a < 1, they look
like cones. What do they look like when a > 1?

(4) Suppose ϕ and ψ are positive on (0,∞) and consider the Riemannian
submersion(
(0,∞)× S3 × S1, dt2 + ϕ2 (t) [(σ1)2 + (σ2)2 + (σ3)2] + ψ2(t)dθ2

)
↓(

(0,∞)× S3, dt2 + ϕ2(t)[(σ2)2 + (σ3)2] + (ϕ(t)·ψ(t))2

ϕ2(t)+ψ2(t)
(σ1)2

)
.

Define f = ϕ and h = (ϕ(t)·ψ(t))2

ϕ2(t)+ψ2(t)
and assume that

f (0) > 0,

f (odd) (0) = 0,

and

h (0) = 0,

h′ (0) = k,

h(even) (0) = 0,

where k is a positive integer. Show that the above construction yields a
smooth metric on the vector bundle over S2 with Euler number ±k. Hint:
Away from the zero section this vector bundle is (0,∞) × S3/Zk, where
S3/Zk is the quotient of S3 by the cyclic group of order k acting on the
Hopf fiber. You should use the submersion description and then realize
this vector bundle as a submersion of S3×R2. When k = 2, this becomes
the tangent bundle to S2. When k = 1, it looks like CP 2 − {point} .

(5) Let G be a compact Lie group
(a) Show that G admits a bi-invariant metric, i.e., both right and left

translations are isometries. Hint: Fix a left invariant metric gL and
a volume form ω = σ1 ∧ · · · ∧ σ1 where σi are left invariant 1-forms.
Then define g as the average over right translations:

g (v, w) =
1∫
ω

∫
gL (DRx (v) , DRx (w)) ω.

(b) Show that the inner automorphism Adh (x) = hxh−1 is a Riemannian
isometry. Conclude that its differential at x = e denoted by the same
letters

Adh : g → g

is a linear isometry with respect to g.
(c) Use this to show that the adjoint action

adU : g → g,

adU (X) = [U,X]

is skew-symmetric, i.e.,

g ([U,X] , Y ) = −g (X, [U, Y ]) .

Hint: It is shown in the appendix that U → adU is the differential of
h → Adh. (See also chapter 3).
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(6) Let V be an n-dimensional vector space with a symmetric nondegenerate
bilinear form g of index p.
(a) Show that there exists a basis e1, ..., en such that g (ei, ej) = 0 if

i �= j, g (ei, ei) = −1 if i = 1, ..., p and g (ei, ei) = 1 if i = p + 1, ..., n.
Thus V is isometric to Rp,q.

(b) Show that for any v we have the expansion

v =
n∑

i=1

g (v, ei)
g (ei, ei)

ei

= −
p∑

i=1

g (v, ei) ei +
n∑

i=p+1

g (v, ei) ei.

(c) Let L : V → V be a linear operator. Show that

tr (L) =
n∑

i=1

g (L (ei) , ei)
g (ei, ei)

.



CHAPTER 2

Curvature

With the comforting feeling that there are indeed a variety of Riemannian
manifolds out there, we shall now immerse ourselves in the theory. In this chapter
we confine ourselves to infinitesimal considerations. The most important and often
also least understood object of Riemannian geometry is the connection and its
function as covariant differentiation. We shall give a motivation of this concept
that depends on exterior and Lie derivatives (The basic definitions and properties
of Lie derivatives are recaptured in the appendix). It is hoped that this makes the
concept a little less of a deus ex machina. Covariant differentiation, in turn, gives
us nice formulae for exterior derivatives, Lie derivatives, divergence and much more
(see also the appendix). It is also important in the development of curvature which
is the central theme of Riemannian geometry. The idea of a Riemannian metric
having curvature, while intuitively appealing and natural, is for most people the
stumbling block for further progress into the realm of geometry.

In the third section of the chapter we shall study what we call the fundamen-
tal equations of Riemannian geometry. These equations relate curvature to the
Hessian of certain geometrically defined functions (Riemannian submersions onto
intervals). These formulae hold all the information that we shall need when com-
puting curvatures in new examples and also for studying Riemannian geometry in
the abstract.

Surprisingly, the idea of a connection postdates Riemann’s introduction of the
curvature tensor. Riemann discovered the Riemannian curvature tensor as a second-
order term in the Taylor expansion of a Riemannian metric at a point, where co-
ordinates are chosen such that the zeroth-order term is the Euclidean metric and
the first-order term is zero. Lipschitz, Killing, and Christoffel introduced the con-
nection in various ways as an intermediate step in computing the curvature. Also,
they found it was a natural invariant for what is called the equivalence problem in
Riemannian geometry. This problem, which seems rather odd nowadays (although
it really is important), comes out of the problem one faces when writing the same
metric in two different coordinates. Namely, how is one to know that they are
the same or equivalent. The idea is to find invariants of the metric that can be
computed in coordinates and then try to show that two metrics are equivalent if
their invariant expressions are equal. After this early work by the above-mentioned
German mathematicians, an Italian school around Levi-Civita, Ricci, Bianchi et
al. began systematically to study Riemannian metrics and tensor analysis. They
eventually defined parallel translation and through that clarified the use of the con-
nection. Hence the name Levi-Civita connection for the Riemannian connection.
Most of their work was still local in nature and mainly centered on developing
tensor analysis as a tool for describing physical phenomena such as stress, torque,

21
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and divergence. At the beginning of the twentieth century Minkowski started de-
veloping the geometry of space-time with the hope of using it for Einstein’s new
special relativity theory. It was this work that eventually enabled Einstein to give
a geometric formulation of general relativity theory. Since then, tensor calculus,
connections, and curvature have become an indispensable language for many theo-
retical physicists.

Much of what we do in this chapter carries over to the semi-Riemannian setting.
The connection and curvature tensor are generalized without changes. But the
formulas for divergence and Ricci curvature do require some modifications. The
thing to watch for is that the trace of an operator has a slightly different formula
in this setting (see exercises to chapter 1).

1. Connections

1.1. Directional Differentiation. First we shall introduce some important
notation. There are many ways of denoting the directional derivative of a function
on a manifold. Given a function f : M → R and a vector field Y on M we will use
the following ways of writing the directional derivative of f in the direction of Y

∇Y f = DY f = LY f = df(Y ) = Y (f).

If we have a function f : M → R on a manifold, then the differential df :
TM → R measures the change in the function. In local coordinates, df = ∂i(f)dxi.
If, in addition, M is equipped with a Riemannian metric g, then we also have
the gradient of f , denoted by gradf = ∇f , defined as the vector field satisfying
g(v,∇f) = df(v) for all v ∈ TM . In local coordinates this reads, ∇f = gij∂i(f)∂j ,
where gij is the inverse of the matrix gij (see also the next section). Defined in this
way, the gradient clearly depends on the metric. But is there a way of defining a
gradient vector field of a function without using Riemannian metrics? The answer
is no and can be understood as follows. On Rn the gradient is defined as

∇f = δij∂i(f)∂j =
n∑

i=1

∂i (f) ∂i.

But this formula depends on the fact that we used Cartesian coordinates. If instead
we had used polar coordinates on R2, say, then we mostly have that

∇f = ∂x (f) ∂x + ∂y (f) ∂y

�= ∂r (f) ∂r + ∂θ (f) ∂θ,

One rule of thumb for items that are invariantly defined is that they should sat-
isfy the Einstein summation convention, where one sums over identical super- and
subscripts. Thus, df = ∂i (f) dxi is invariantly defined, while ∇f = ∂i (f) ∂i is not.
The metric g = gijdxidxj and gradient ∇f = gij∂i (f) ∂j are invariant expressions
that also depend on our choice of metric.

1.2. Covariant Differentiation. We now come to the question of attaching
a meaning to the change of a vector field. In Rn we can use the standard Cartesian
coordinate vector fields to write X = ai∂i. If we think of the coordinate vector
fields as being constant, then it is natural to define the covariant derivative of X
in the direction of Y as

∇Y X =
(∇Y ai

)
∂i = d

(
ai
)
(Y ) ∂i.
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Thus we measure the change in X by measuring how the coefficients change. There-
fore, a vector field with constant coefficients does not change. This formula clearly
depends on the fact that we used Cartesian coordinates and is not invariant under
change of coordinates. If we take the coordinate vector fields

∂r =
1
r

(x∂x + y∂y)

∂θ = −y∂x + x∂y

that come from polar coordinates in R2, then we see that they are not constant.
In order to better understand what is happening we need to find a coordinate

independent definition of this change. This is done most easily by splitting the
problem of defining the change in a vector field X into two problems.

First, we can measure the change in X by asking whether or not X is a gradient
field. If iXg = θX is the 1-form dual to X, i.e., (iXg) (Y ) = g (X,Y ) , then we know
that X is locally the gradient of a function if and only if dθX = 0. In general, the
2-form dθX therefore measures the extend to which X is a gradient field.

Second, we can measure how a vector field X changes the metric via the Lie
derivative LXg. This is a symmetric (0, 2)-tensor as opposed to the skew-symmetric
(0, 2)-tensor dθX . If F t is the local flow for X, then we see that LXg = 0 if and
only if F t are isometries (see also chapter 7). If this happens then we say that X
is a Killing field . Lie derivatives will be used heavily below. The results we use are
standard from manifold theory and are all explained in the appendix.

In case X = ∇f is a gradient field the expression L∇fg is essentially the Hessian
of f. We can prove this in Rn were we already know what the Hessian should be.
Let

X = ∇f = ai∂i,

ai = ∂if,

then

LX

(
δijdxidxj

)
= (LXδij) + δijLX

(
dxi

)
dxj + δijdxiLX

(
dxj

)
= 0 + δij

(
dLX

(
xi

))
dxj + δijdxi

(
dLX

(
xj

))
= δij

(
dai

)
dxj + δijdxidaj

= δij

(
∂kai

)
dxkdxj + δijdxi

(
∂kaj

)
dxk

= ∂kaidxkdxi + ∂kaidxidxk

=
(
∂kai + ∂ia

k
)
dxidxk

= (∂k∂if + ∂i∂kf) dxidxk

= 2 (∂i∂kf) dxidxk

= 2Hessf.
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From this calculation we can also quickly see what the Killing fields on Rn should
be. If X = ai∂i, then X is a Killing field iff ∂kai + ∂ia

k = 0. This shows that
∂j∂kai = −∂j∂ia

k

= −∂i∂ja
k

= ∂i∂kaj

= ∂k∂ia
j

= −∂k∂ja
i

= −∂j∂kai.

Thus we have ∂j∂kai = 0 and hence
ai = αi

jx
j + βi

with the extra conditions that
αi

j = ∂ja
i = −∂ia

j = −αj
i .

The angular field ∂θ is therefore a Killing field. This also follows from the fact that
the corresponding flow is matrix multiplication by the orthogonal matrix[

cos (t) − sin (t)
sin (t) cos (t)

]
.

More generally one can show that the flow of the Killing field X is

F t (x) = exp (At) x + tβ,

A =
[
αi

j

]
,

β =
[
βi

]
.

In this way we see that a vector field on Rn is constant iff it is a Killing field
that is also a gradient field.

The important observation we can make on Rn is that

Proposition 3. The covariant derivative in Rn is given by the implicit for-
mula:

2g (∇Y X,Z) = (LXg) (Y,Z) + (dθX) (Y,Z) .

Proof. Since both sides are tensorial in Y and Z it suffices to check the
formula on the Cartesian coordinate vector fields. Write X = ai∂i and calculate
the right hand side

(LXg) (∂k, ∂l) + (dθX) (∂k, ∂l) = DXδkl − g (LX∂k, ∂l)− g (∂k, LX∂l)
+∂kg (X, ∂l)− ∂lg (X, ∂k)− g (X, [∂k, ∂l])

= −g (Lai∂i
∂k, ∂l)− g

(
∂k, Laj∂j

∂l

)
+∂kal − ∂la

k

= −g
(− (

∂kai
)
∂i, ∂l

)− g
(
∂k,− (

∂la
j
)
∂j

)
+∂kal − ∂la

k

= +∂kal + ∂la
k + ∂kal − ∂la

k

= 2∂kal

= 2g
((

∂kai
)
∂i, ∂l

)
= 2g (∇∂k

X, ∂l) .

�
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Since the right hand side in the formula for ∇Y X makes sense on any Rie-
mannian manifold we can use this to give an implicit definition of the covariant
derivative of X in the direction of Y . This covariant derivative turns out to be
uniquely determined by the following properties.

Theorem 1. (The Fundamental Theorem of Riemannian Geometry) The as-
signment X → ∇X on (M, g) is uniquely defined by the following properties:

(1) Y → ∇Y X is a (1, 1)-tensor:

∇αv+βwX = α∇vX + β∇wX.

(2) X → ∇Y X is a derivation:

∇Y (X1 + X2) = ∇Y X1 +∇Y X2,

∇Y (fX) = (DY f) X + f∇Y X

for functions f : Rn → R.
(3) Covariant differentiation is torsion free:

∇XY −∇Y X = [X,Y ] .

(4) Covariant differentiation is metric:

DZg (X,Y ) = g (∇ZX,Y ) + g (X,∇ZY ) .

Proof. We have already established (1) by using that

(LXg) (Y,Z) + (dθX) (Y,Z)

is tensorial in Y and Z. This also shows that the expression is linear in X. To check
the derivation rule we observe that

LfXg + dθfX = fLXg + df · θX + θX · df + d (fθX)
= fLXg + df · θX + θX · df + df ∧ θX + fdθX

= f (LXg + dθX) + df · θX + θX · df + df · θX − θX · df
= f (LXg + dθX) + 2df · θX .

Thus

2g (∇Y (fX) , Z) = f2g (∇Y X,Z) + 2df (Y ) g (X,Z)
= 2g (f∇Y X + df (Y ) X,Z)
= 2g (f∇Y X + (DY f) X,Z)

To establish the next two claims it is convenient to do the following expansion
also known as Koszul’s formula.

2g (∇Y X,Z) = (LXg) (Y,Z) + (dθX) (Y,Z)
= DXg (Y,Z)− g ([X,Y ] , Z)− g (Y, [X,Z])

+DY θX (Z)−DZθX (Y )− θX ([X,Y ])
= DXg (Y,Z)− g ([X,Y ] , Z)− g (Y, [X,Z])

+DY g (X,Z)−DZg (X,Y )− g (X, [Y,Z])
= DXg (Y,Z) + DY g (Z,X)−DZg (X,Y )

−g ([X,Y ] , Z)− g ([Y,Z] , X) + g ([Z,X] , Y ) .
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We then see that (3) follows from

2g (∇XY −∇Y X,Z) = DY g (X,Z) + DXg (Z, Y )−DZg (Y,X)
−g ([Y,X] , Z)− g ([X,Z] , Y ) + g ([Z, Y ] , X)
−DXg (Y,Z)−DY g (Z,X) + DZg (X,Y )
+g ([X,Y ] , Z) + g ([Y,Z] , X)− g ([Z,X] , Y )

= 2g ([X,Y ] , Z) .

And (4) from

2g (∇ZX,Y ) + 2g (X,∇ZY ) = DXg (Z, Y ) + DZg (Y,X)−DY g (X,Z)
−g ([X,Z] , Y )− g ([Z, Y ] , X) + g ([Y,X] , Z)
+DY g (Z,X) + DZg (X,Y )−DXg (Y,Z)
−g ([Y,Z] , X)− g ([Z,X] , Y ) + g ([X,Y ] , Z)

= 2DZg (X,Y ) .

Conversely, if we have a covariant derivative ∇̄Y X with these four properties,
then

2g (∇Y X,Z) = (LXg) (Y,Z) + (dθX) (Y,Z)
= DXg (Y,Z) + DY g (Z,X)−DZg (X,Y )

−g ([X,Y ] , Z)− g ([Y,Z] , X) + g ([Z,X] , Y )
= g

(∇̄XY,Z
)

+ g
(
Y, ∇̄XZ

)
+ g

(∇̄Y Z,X
)

+ g
(
Z, ∇̄Y X

)
−g

(∇̄ZX,Y
)− g

(
X, ∇̄ZY

)
+ g

(∇̄ZX,Y
)− g

(∇̄XZ, Y
)

−g
(∇̄XY,Z

)
+ g

(∇̄Y X,Z
)− g

(∇̄Y Z,X
)

+ g
(∇̄ZY,X

)
= 2g

(∇̄Y X,Z
)

showing that ∇Y X = ∇̄Y X. �

Any assignment on a manifold that satisfies (1) and (2) is called an affine
connection. If (M, g) is a Riemannian manifold and we have a connection which in
addition also satisfies (3) and (4), then we call it a Riemannian connection. As we
just saw, this connection is uniquely defined by these four properties and is given
implicitly through the formula

2g (∇Y X,Z) = (LXg) (Y,Z) + (dθX) (Y,Z) .

Before proceeding we need to discuss how ∇Y X depends on X and Y. Since
∇Y X is tensorial in Y, we see that the value of ∇Y X at p ∈ M depends only on
Y |p. But in what way does it depend on X? Since X → ∇Y X is a derivation, it is
definitely not tensorial in X. Therefore, we can not expect that (∇Y X) |p depends
only on X|p and Y |p. The next two lemmas explore how (∇Y X) |p depends on X.

Lemma 1. Let M be a manifold and ∇ an affine connection on M. If p ∈ M ,
v ∈ TpM, and X,Y are vector fields on M such that X = Y in a neighborhood
U � p, then ∇vX = ∇vY.

Proof. Choose λ : M → R such that λ ≡ 0 on M − U and λ ≡ 1 in a
neighborhood of p. Then λX = λY on M. Thus

∇vλX = λ(p)∇vX + dλ(v) ·X(p) = ∇vX
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since dλ|p = 0 and λ(p) = 1. In particular,

∇vX = ∇vλX

= ∇vλY

= ∇vY

�

For a Riemannian connection we could also have used the Koszul formula to
prove this since the right hand side of that formula can be localized. This lemma
tells us an important thing. Namely, if a vector field X is defined only on an open
subset of M , then ∇X still makes sense on this subset. Therefore, we can use
coordinate vector fields or more generally frames to compute ∇ locally.

Lemma 2. Let M be a manifold and ∇ an affine connection on M . If X is a
vector field on M and γ : I → M a smooth curve with γ̇(0) = v ∈ TpM , then ∇vX
depends only on the values of X along γ, i.e., if X ◦ γ = Y ◦ γ, then ∇γ̇X = ∇γ̇Y .

Proof. Choose a framing {Z1, . . . , Zn} in a neighborhood of p and write Y =∑
αi·Zi, X =

∑
βiZi on this neighborhood. From the assumption that X◦γ = Y ◦γ

we get that αi ◦ γ = βi ◦ γ. Thus,

∇vY = ∇vαiZi

= αi(p)∇vZi + Zi(p)dαi(v)

= βi(p)∇vZi + Zi(p)dβi(v)
= ∇vX.

�

This shows that ∇vX makes sense as long as X is prescribed along some curve
(or submanifold) that has v as a tangent.

It will occasionally be convenient to use coordinates or orthonormal frames with
certain nice properties. We say that a coordinate system is normal at p if gij |p = δij

and ∂kgij |p = 0. An orthonormal frame Ei is normal at p ∈ M if ∇vEi(p) = 0 for
all i = 1, . . . , n and v ∈ TpM. It is an easy exercise to show that such coordinates
and frames always exist.

1.3. Derivatives of Tensors. The connection, as we shall see, is incredibly
useful in generalizing many of the well-known concepts (such as Hessian, Laplacian,
divergence) from multivariable calculus to the Riemannian setting.

If S is a (0, r)- or (1, r)-tensor field, then we can define a covariant derivative
∇S that we interpret as a (0, r + 1)- or (1, r + 1)-tensor field. (Remember that a
vector field X is a (1, 0)-tensor field and ∇X is a (1, 1)-tensor field.) The main idea
is to make sure that Leibniz’ rule holds. So for a (1, 1)-tensor S we should have

∇X (S(Y )) = (∇XS)(Y ) + S(∇XY ).

Therefore, it seems reasonable to define ∇S as

∇S(X,Y ) = (∇XS)(Y )
= ∇X (S(Y ))− S(∇XY ).

In other words
∇XS = [∇X , S] .
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It is easily checked that ∇XS is still tensorial in Y.
More generally, define

∇S(X,Y1, . . . , Yr) = (∇XS)(Y1, . . . , Yr)

= ∇X(S(Y1, . . . , Yr))−
r∑

i=1

S(Y1, . . . ,∇XYi, . . . , Yr).

Here ∇X is interpreted as the directional derivative when applied to a function,
while we use it as covariant differentiation on vector fields.

A tensor is said to be parallel if ∇S ≡ 0. In (Rn, can) one can easily see that
if a tensor is written in Cartesian coordinates, then it is parallel iff it has constant
coefficients. Thus ∇X ≡ 0 for constant vector fields. On a Riemannian manifold
(M, g) we always have that ∇g ≡ 0 since

(∇g)(X,Y1, Y2) = ∇X (g(Y1, Y2))− g(∇XY1, Y2)− g(Y1,∇XY2) = 0

from property (4) of the connection.
If f : M → R is smooth, then we already have ∇f defined as the vector field

satisfying
g(∇f, v) = Dvf = df(v).

There is some confusion here, with ∇f now also being defined as df. In any given
context it will generally be clear what we mean. The Hessian Hessf is defined as the
symmetric (0, 2)-tensor 1

2L∇fg. We know that this conforms with our definition on
Rn. It can also be defined as a self-adjoint (1, 1)-tensor by S (X) = ∇X∇f. These
two tensors are naturally related by

Hessf (X,Y ) = g(S(X), Y ).

To see this we observe that d (θ∇f ) = 0 so

2g(S(X), Y ) = 2g (∇X∇f, Y )
= (L∇fg) (Y,Z) + d (θ∇f ) (Y,Z)
= 2Hessf (X,Y ) .

The trace of S is the Laplacian, and we will use the notation ∆f = tr(S). On
Rn this is also written as ∆f = div∇f . The divergence of a vector field, divX, on
(M, g) is defined as

divX = tr(∇X).

In coordinates this is
tr(∇X) = dxi (∇∂i

X) ,

and with respect to an orthonormal basis

tr(∇X) =
n∑

i=1

g (∇ei
X, ei) .

Thus, also
∆f = tr(∇(∇f)) = div(∇f).

In analogy with our definition of divX we can also define the divergence of a
(1, r)-tensor S to be the (0, r)-tensor

(divS) (v1, . . . , vr) = tr (w → (∇wS) (v1, . . . , vr)) .
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For a (·, r)-tensor field S we define the second covariant derivative ∇2S as the
(·, r + 2)-tensor field(∇2

X1,X2
S
)
(Y1, . . . , Yr) = (∇X1 (∇S)) (X2, Y1, . . . , Yr)

= (∇X1 (∇X2S)) (Y1, . . . , Yr)−
(∇∇X1X2S

)
(Y1, . . . , Yr) .

With this we get the (0, 2) version of the Hessian of a function defined as

∇2
X,Y f = ∇X∇Y f −∇∇XY f

= ∇Xg (Y,∇f)− g (∇XY,∇f)
= g (Y,∇X∇f)
= g (S (X) , Y ) .

The second covariant derivative on functions is symmetric in X and Y . For more
general tensors, however, this will not be the case. The defect in the second co-
variant derivative not being symmetric is a central feature in Riemannian geometry
and is at the heart of the difference between Euclidean geometry and all other
Riemannian geometries.

From the new formula for the Hessian we see that the Laplacian can be written
as

∆f =
n∑

i=1

∇2
Ei,Ei

f.

2. The Connection in Local Coordinates

In a local coordinate system the metric is written as g = gijdxidxj . So if
X = ai∂i and Y = bj∂j are vector fields, then

g (X,Y ) = gija
ibj .

We can also compute the dual 1-form θX to X by:

θX = g (X, ·)
= gijdxi (X) dxj (·)
= gija

idxj .

The inverse of the matrix [gij ] is denoted
[
gij

]
. Thus we have

δi
j = gikgkj .

The vector field X dual to a 1-form ω = αidxi is defined implicitly by

g (X,Y ) = ω (Y ) .

In other words we have

θX = gija
idxj = αjdxj = ω.

This shows that

gija
i = αj .
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In order to isolate ai we have to multiply by gkj on both sides and also use the
symmetry of gij

gkjαj = gkjgija
i

= gkjgjia
i

= δk
i ai

= ak.

Therefore

X = ai∂i

= gijαj∂i.

The gradient field of a function is a particularly important example of this con-
struction

∇f = gij∂jf∂i,

df = ∂jfdxj .

We now go on to find a formula for ∇Y X in local coordinates

∇Y X = ∇bi∂i
aj∂j

= bi∇∂i
aj∂j

= bi∂i

(
aj

)
∂j + biaj∇∂i

∂j

= bi∂i

(
aj

)
∂j + biajΓk

ij∂k

where we simply expanded the term ∇∂i
∂j in local coordinates. The first part of

this formula is what we expect to get when using Cartesian coordinates in Rn. The
second part is the correction term coming from having a more general coordinate
system and also a non-Euclidean metric. Our next goal is to find a formula for Γk

ij

in terms of the metric. To this end we can simply use our defining implicit formula
for the connection keeping in mind that there are no Lie bracket terms. On the left
hand side we have

2g (∇∂i
∂j , ∂l) = 2g

(
Γk

ij∂k, ∂l

)
= 2Γk

ijgkl,

and on the right hand side(
L∂j

g
)
(∂i, ∂l) + dθ∂j

(∂i, ∂l) = ∂jgil + ∂i

(
θ∂j

(∂l)
)− ∂l

(
θ∂j

(∂i)
)

= ∂jgil + ∂igjl − ∂lgji.

Multiplying by glm on both sides then yields

2Γm
ij = 2Γk

ijδ
m
k

= 2Γk
ijgklg

lm

= (∂jgil + ∂igjl − ∂lgji) glm.
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Thus we have the formula

Γk
ij =

1
2
glk (∂jgil + ∂igjl − ∂lgji)

=
1
2
gkl (∂jgil + ∂igjl − ∂lgji)

=
1
2
gklΓij,k

The symbols

Γij,k =
1
2

(∂jgik + ∂igjk − ∂kgji)

= g (∇∂i
∂j , ∂k)

are called the Christoffel symbols of the first kind, while Γk
ij are the Christoffel

symbols of the second kind. Classically the following notation has also been used{
k

ij

}
= Γk

ij ,

[ij, k] = Γij,k

so as not to think that these things define a tensor. The reason why they are
not tensorial comes from the fact that they may be zero in one coordinate system
but not zero in another. A good example of this comes from the plane where the
Christoffel symbols are zero in Cartesian coordinates, but not in polar coordinates:

Γθθ,r =
1
2

(∂θgθr + ∂θgθr − ∂rgθθ)

= −1
2
∂r

(
r2

)
= −r.

In fact, it is always possible to find coordinates around a point p ∈ M such
that

gij |p = δij ,

∂kgij |p = 0.

In particular,

gij |p = δij ,

Γk
ij |p = 0.

The covariant derivative is then computed exactly as in Euclidean space

∇Y X|p =
(∇bi∂i

aj∂j

) |p
= bi (p) ∂i

(
aj

) |p∂j |p.
The torsion free property of the connection is equivalent to saying that the

Christoffel symbols are symmetric in ij as

Γk
ij∂k = ∇∂i

∂j

= ∇∂j
∂i

= Γk
ji∂k.
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The metric property of the connection becomes

∂kgij = g (∇∂k
∂i, ∂j) + g (∂i,∇∂k

∂j)
= Γki,j + Γkj,i.

This shows that the Christoffel symbols completely determine the derivatives of the
metric.

Just as the metric could be used to give a formula for the gradient in local
coordinates we can use the Christoffel symbols to get a local coordinate formula for
the Hessian of a function. This is done as follows

2Hessf (∂i, ∂j) = (L∇fg) (∂i, ∂j)
= D∇fgij − g (L∇f∂i, ∂j)− g (∂i, L∇f∂j)

= gkl (∂kf) (∂lgij)

+g
(
L∂i

(
gkl (∂kf) ∂l

)
, ∂j

)
+g

(
∂i, L∂j

(
gkl (∂kf) ∂l

))
= (∂kf) gkl (∂lgij)

+∂i

(
gkl (∂kf)

)
glj

+∂j

(
gkl (∂kf)

)
gil

= (∂kf) gkl (∂lgij)

+ (∂i∂kf) gklglj + (∂j∂kf) gklgil

+
(
∂ig

kl
)
(∂kf) glj +

(
∂jg

kl
)
(∂kf) gil

= 2∂i∂jf

+ (∂kf)
((

∂ig
kl
)
glj +

(
∂jg

kl
)
gil + gkl (∂lgij)

)
To compute ∂ig

jk we note that

0 = ∂iδ
j
l

= ∂i

(
gjkgkl

)
=

(
∂ig

jk
)
gkl + gjk (∂igkl)

Thus we have

2Hessf (∂i, ∂j) = 2∂i∂jf

+ (∂kf)
((

∂ig
kl
)
glj +

(
∂jg

kl
)
gil + gkl (∂lgij)

)
= 2∂i∂jf

+ (∂kf)
(−gkl∂iglj − gkl∂jgli + gkl (∂lgij)

)
= 2∂i∂jf − gkl (∂iglj + ∂jgli − ∂lgij) ∂kf

= 2
(
∂i∂jf − Γk

ij∂kf
)
.

3. Curvature

Having now developed the idea of covariant derivatives and explained their
relation to the classical concepts of gradient, Hessian, and Laplacian, one might
hope that somehow these concepts carry over to tensors. As we have seen, this is
true with one important exception, namely, the most important tensor for us, the
Riemannian metric g. This tensor is parallel and therefore has no gradient, etc.
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Instead, we think of the connection itself as a sort of gradient of the metric. The
next question then is, what should the Laplacian and Hessian be? The answer is,
curvature.

Any connection on a manifold gives rise to a curvature tensor. This operator
measures in some sense how far away the connection is from being our standard
connection on Rn, which we assume is our canonical curvature-free, or flat, space. If
we are on a Riemannian manifold, then it is possible to take traces of this curvature
operator to obtain various averaged curvatures.

3.1. The Curvature Tensor. We shall work exclusively in the Riemannian
setting. So let (M, g) be a Riemannian manifold and ∇ the Riemannian connection.
The curvature tensor is a (1, 3)-tensor defined by

R(X,Y )Z = ∇2
X,Y Z −∇2

Y,XZ

= ∇X∇Y Z −∇Y∇X −∇[X,Y ]Z

= [∇X ,∇Y ] Z −∇[X,Y ]Z.

on vector fields X,Y, Z. Of course, it needs to be proved that this is indeed a tensor.
Since both of the second covariant derivatives are tensorial in X and Y, we need
only check that R is tensorial in Z. This is easily done:

R (X,Y ) fZ = ∇2
X,Y (fZ)−∇2

Y,X (fZ)

= f∇2
X,Y (Z)− f∇2

Y,X (Z)

+
(∇2

X,Y f
)
Z − (∇2

Y,Xf
)
Z

+ (∇Y f)∇XZ + (∇Xf)∇Y Z

− (∇Xf)∇Y Z − (∇Y f)∇XZ

= f
(∇2

X,Y (Z)−∇2
Y,X (Z)

)
= fR (X,Y ) Z.

Notice that X,Y appear skew-symmetrically in R(X,Y )Z, while Z plays its
own role on top of the line, hence the unusual notation. One could also write
RX,Y Z. Using the metric g we can change this to a (0, 4)-tensor as follows:

R(X,Y, Z,W ) = g(R(X,Y )Z,W ).

The variables are now treated on a more equal footing, which is also justified by
the next proposition.

Proposition 4. The Riemannian curvature tensor R(X,Y, Z,W ) satisfies the
following properties:

(1) R is skew-symmetric in the first two and last two entries:

R(X,Y, Z,W ) = −R(Y,X,Z,W ) = R(Y,X,W,Z).

(2) R is symmetric between the first two and last two entries:

R(X,Y, Z,W ) = R(Z,W,X, Y ).

(3) R satisfies a cyclic permutation property called Bianchi’s first identity:

R(X,Y )Z + R(Z,X)Y + R(Y,Z)X = 0.

(4) ∇R satisfies a cyclic permutation property called Bianchi’s second identity:

(∇ZR) (X,Y ) W + (∇XR) (Y,Z) W + (∇Y R) (Z,X) W = 0.
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Proof. The first part of (1) has already been established. For part two of (1)
observe that [X,Y ] is the unique vector field defined by

DXDY f −DY DXf −D[X,Y ]f = 0.

In other words, R(X,Y )f = 0. This is the idea behind the calculations that follow:

g(R(X,Y )Z,Z) = g(∇X∇Y Z,Z)− g(∇Y∇XZ,Z)− g(∇[X,Y ]Z,Z)
= DXg(∇Y Z,Z)− g(∇Y Z,∇XZ)

−DY g(∇XZ,Z) + g(∇XZ,∇Y Z)− 1
2
D[X,Y ]g(Z,Z)

=
1
2
DXDY g(Z,Z)− 1

2
DY DXg(Z,Z)− 1

2
D[X,Y ]g(Z,Z)

= 0.

Now (1) follows by polarizing the identity R (X,Y, Z, Z) = 0 in Z.
Part (3) is proved using the torsion free property of the connection. We intro-

duce some special notation. Let T be any mapping with 3 vector field variables
and values that can be added. Summing over cyclic permutations of the variables
gives us a new map

ST (X,Y, Z) = T (X,Y, Z) + T (Z,X, Y ) + T (Y,Z,X)

that is invariant under cyclic permutations. Note that T doesn’t have to be a
tensor. As an example we can use T (X,Y, Z) = [X, [Y,Z]] and observe that the
Jacobi identity for vector fields says:

S [X, [Y,Z]] = 0.

For the proof of (3) we have

SR(X,Y )Z = S∇X∇Y Z −S∇Y∇XZ −S∇[X,Y ]Z

= S∇Z∇XY −S∇Z∇Y X −S∇[X,Y ]Z

= S∇Z (∇XY −∇Y X)−S∇[X,Y ]Z

= S [X, [Y,Z]]
= 0.

Part (2) is a combinatorial consequence of (1) and (3):

R (X,Y, Z,W ) = −R (Z,X, Y,W )−R (Y,Z,X,W )
= R (Z,X,W, Y ) + R (Y,Z,W,X)
= −R (W,Z,X, Y )−R (X,W,Z, Y )

−R (W,Y,Z,X)−R (Z,W, Y,X)
= 2R (Z,W,X, Y ) + R (X,W, Y, Z) + R (W,Y,X,Z)
= 2R (Z,W,X, Y )−R (Y,X,W,Z)
= 2R (Z,W,X, Y )−R (X,Y, Z,W ) ,

which implies 2R (X,Y, Z,W ) = 2R (Z,W,X, Y ).
Now for part (4). We use again the cyclic sum notation and in addition that

R (X,Y ) Z = [∇X ,∇Y ] Z −∇[X,Y ]Z,
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(∇ZR) (X,Y ) W = ∇Z (R (X,Y ) W )−R (∇ZX,Y ) W

−R (X,∇ZY ) W −R (X,Y )∇ZW

= [∇Z , R (X,Y )]W −R (∇ZX,Y ) W −R (X,∇ZY ) W.

Keeping in mind that we only do cyclic sums over X,Y, Z and that we have the
Jacobi identity for operators:

S [∇X , [∇Y ,∇Z ]] = 0

we obtain

S (∇XR) (Y,Z) W = S [∇X , R (Y,Z)]W −SR (∇XY,Z) W −SR (Y,∇XZ) W

= S [∇X , [∇Y ,∇Z ]]W −S
[∇X ,∇[Y,Z]

]
W

−SR (∇XY,Z) W −SR (Y,∇XZ) W

= −S
[∇X ,∇[Y,Z]

]
W −SR (∇XY,Z) W + SR (∇Y X,Z) W

= −S
[∇X ,∇[Y,Z]

]
W −SR ([X,Y ] , Z) W

= −S
[∇X ,∇[Y,Z]

]
W −S

[∇[X,Y ],∇Z

]
W + S∇[[X,Y ],Z]W

= S
[∇[X,Y ],∇Z

]
W −S

[∇[X,Y ],∇Z

]
W

= 0.

�

Notice that part (1) is related to the fact that ∇ is metric, i.e.,

d (g(X,Y )) = g(∇X,Y ) + g(X,∇Y ),

while part (3) follows from ∇ being torsion free, i.e.,

∇XY −∇Y X = [X,Y ].

Example 20. (Rn, can) has R ≡ 0 since ∇∂i
∂j = 0 for the standard Cartesian

coordinates.

More generally for any tensor field S of type (·, r) we can define the curvature
as the new (·, r) tensor field

R (X,Y ) S = ∇2
X,Y S −∇2

Y,XS.

Again one needs to check that this is indeed a tensor. This is done in the same way
we checked that R (X,Y ) Z was tensorial in Z. Clearly, R (X,Y ) S is also tensorial
and skew symmetric in X and Y.

From the curvature tensor R we can derive several different curvature concepts.

3.2. The Curvature Operator. First recall that we have the space Λ2M of
bivectors. If ei is an orthonormal basis for TpM, then the inner product on Λ2

pM
is such that the bivectors ei ∧ ej , i < j will form an orthonormal basis. The inner
product that Λ2M inherits in this way is also denoted by g. Alternatively, we can
define the inner product g on Λ2

pM using

g (x ∧ y, v ∧ w) = g (x, v) g (y, w)− g (x,w) g (y, v)

= det
(

g (x, v) g (x,w)
g (y, v) g (y, w)

)
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and then extend it by linearity to all of Λ2
pM. It is also useful to interpret bivectors

as skew symmetric maps. This is done by the formula:

(v ∧ w) (x) = g (w, x) v − g (v, x) w.

With this definition we have a Bianchi or Jacobi type identity:

(x ∧ y) (z) + (y ∧ z) (x) + (z ∧ x) (y) = 0.

From the symmetry properties of the curvature tensor we see that R actually
defines a symmetric bilinear map

R : Λ2M × Λ2M → R

R (X ∧ Y, V ∧W ) = R (X,Y,W, V ) .

Note the reversal of V and W ! The relation

g (R (X ∧ Y ) , V ∧W ) = R (X ∧ Y, V ∧W )

therefore defines a self-adjoint operator R : Λ2M → Λ2M . This operator is called
the curvature operator . It is clearly just a different manifestation of the curvature
tensor. The switch between Z and W is related to our definition of the next
curvature concept.

3.3. Sectional Curvature. For any v ∈ TpM let

Rv(w) = R(w, v)v : TpM → TpM

be the directional curvature operator . This operator is also known as the tidal force
operator. The latter name accurately describes in physical terms the meaning of
the tensor. The above conditions imply that this operator is self-adjoint and that
v is always a zero eigenvector. The normalized quadratic form

sec(v, w) =
g(Rv(w), w)

g(v, v)g(w,w)− g(v, w)2

=
g(R(w, v)v, w)
g (v ∧ w, v ∧ w)

=
g (R (v ∧ w) , v ∧ w)

(area�(v, w))2

is called the sectional curvature of (v, w). Since the denominator is the square of
the area of the parallelogram {tv + sw : 0 ≤ t, s ≤ 1}, we can easily check that
sec(v, w) depends only on the plane π = span{v, w}. One of the important rela-
tionships between directional and sectional curvature is the following observation
by Riemann.

Proposition 5. (Riemann, 1854) The following properties are equivalent:
(1) sec(π) = k for all 2-planes in TpM .
(2) R(v1, v2)v3 = k (v1 ∧ v2) (v3) for all v1, v2, v3 ∈ TpM .
(3) Rv(w) = k · (w − g(w, v)v) = k · prv⊥(w) for all w ∈ TpM and |v| = 1.
(4) R (ω) = k · ω for all ω ∈ Λ2

pM.

Proof. (2) ⇒ (3) ⇒ (1) are easy. For (1) ⇒ (2) we introduce the multilinear
maps:

Rk(v1, v2)v3 = k (v1 ∧ v2) (v3) ,

Rk (v1, v2, v3, v4) = kg ((v1 ∧ v2) (v3) , v4) .
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The first observation is that these maps behave exactly like the curvature tensor in
that they satisfy properties 1, 2, and 3 of the above proposition. Now consider the
map

T (v1, v2, v3, v4) = R (v1, v2, v3, v4)−Rk (v1, v2, v3, v4)

which also satisfies the same symmetry properties. Moreover, the assumption that
sec = k implies

T (v, w,w, v) = 0

for all v, w ∈ TpM. Using polarization w = w1 + w2 we get

0 = T (v, w1 + w2, w1 + w2, v)
= T (v, w1, w2, v) + T (v, w2, w1, v)
= 2T (v, w1, w2, v)
= −2T (v, w1, v, w2) .

Using properties 1 and 2 of the curvature tensor we now see that T is alternating
in all four variables. That, however, is in violation of Bianchi’s first identity unless
T = 0, which is exactly what we wish to prove.

To see why (2) ⇒ (4), choose an orthonormal basis ei for TpM ; then ei ∧ ej ,
i < j, is a basis for Λ2

pM. Using (2) we see that

g (R (ei ∧ ej) , et ∧ es) = R(ei, ej , es, et)
= k · (g(ej , es)g(ei, et)− g(ei, es)g(ej , et))
= k · g (ei ∧ ej , et ∧ es) .

But this implies that

R (ei ∧ ej) = k · (ei ∧ ej) .

For (4) ⇒ (1) just observe that if {v, w} are orthogonal unit vectors, then

k = g (R (v ∧ w) , v ∧ w) = sec (v, w) .

�

A Riemannian manifold (M, g) that satisfies either of these four conditions for
all p ∈ M and the same k ∈ R for all p ∈ M is said to have constant curvature k.
So far we only know that (Rn, can) has curvature zero. In chapter 3 we shall prove
that dr2 + sn2

k(r)ds2
n−1 has constant curvature k. When k > 0, recall that these

represent
(
Sn

(
1√
k

)
, can

)
, while when k < 0 we still don’t have a good picture

yet. A whole section in chapter 3 is devoted to these constant negative curvature
metrics.

3.4. Ricci Curvature. Our next curvature is the Ricci curvature, which
should be thought of as the Laplacian of g.
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The Ricci curvature Ric is a trace of R. If e1, . . . , en ∈ TpM is an orthonormal
basis, then

Ric(v, w) = tr (x → R (x, v) w)

=
n∑

i=1

g (R (ei, v) w, ei)

=
n∑

i=1

g (R (v, ei) ei, w)

=
n∑

i=1

g (R (ei, w) v, ei) .

Thus Ric is a symmetric bilinear form. It could also be defined as the symmetric
(1, 1)-tensor

Ric(v) =
n∑

i=1

R (v, ei) ei.

We adopt the language that Ric ≥ k if all eigenvalues of Ric(v) are ≥ k. In (0, 2)
language this means more precisely that Ric (v, v) ≥ kg (v, v) for all v. If (M, g)
satisfies Ric(v) = k · v, or equivalently Ric(v, w) = k · g(v, w), then (M, g) is said to
be an Einstein manifold with Einstein constant k. If (M, g) has constant curvature
k, then (M, g) is also Einstein with Einstein constant (n− 1)k.

In chapter 3 we shall exhibit several interesting Einstein metrics that do not
have constant curvature. Three basic types are

(1) (Sn(1)× Sn(1), ds2
n + ds2

n) with Einstein constant n− 1.
(2) The Fubini-Study metric on CPn with Einstein constant 2n + 2.
(3) The Schwarzschild metric on R2 × S2, which is a doubly warped product

metric: dr2 + ϕ2(r)dθ2 + ψ2(r)ds2
2 with Einstein constant 0.

If v ∈ TpM is a unit vector and we complete it to an orthonormal basis
{v, e2, . . . , en} for TpM, then

Ric (v, v) = g (R (v, v) v, v) +
n∑

i=2

g (R (ei, v) v, ei) =
n∑

i=2

sec (v, ei) .

Thus, when n = 2, there is no difference from an informational point of view
in knowing R or Ric. This is actually also true in dimension n = 3, because if
{e1, e2, e3} is an orthonormal basis for TpM, then

sec (e1, e2) + sec (e1, e3) = Ric (e1, e1) ,

sec (e1, e2) + sec (e2, e3) = Ric (e2, e2) ,

sec (e1, e3) + sec (e2, e3) = Ric (e3, e3) .

In other words: ⎡⎣ 1 0 1
1 1 0
0 1 1

⎤⎦⎡⎣ sec (e1, e2)
sec (e2, e3)
sec (e1, e3)

⎤⎦ =

⎡⎣ Ric (e1, e1)
Ric (e2, e2)
Ric (e3, e3)

⎤⎦ .

Here, the matrix has det = 2, therefore any sectional curvature can be computed
from Ric. In particular, we see that

(
M3, g

)
is Einstein iff

(
M3, g

)
has constant

sectional curvature. The search for Einstein metrics should therefore begin in di-
mension 4.
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3.5. Scalar Curvature. The last curvature quantity we wish to mention is
the scalar curvature:

scal = tr (Ric) = 2 · trR.

Notice that scal depends only on p ∈ M and is therefore a function, scal : M → R.
In an orthonormal basis e1, . . . , en for TpM we have

scal = tr (Ric)

=
n∑

j=1

g (Ric (ej) , ej)

=
n∑

j=1

n∑
i=1

g (R (ei, ej) ej , ei)

=
n∑

i,j=1

g (R (ei ∧ ej) , ei ∧ ej)

= 2
∑
i<j

g (R (ei ∧ ej) , ei ∧ ej)

= 2trR
= 2

∑
i<j

sec (ei, ej) .

When n = 2 we see that scal(p) = 2 · sec(TpM). In chapter 3 we shall show that
when n = 3 there are metrics with constant scalar curvature that are not Einstein.
When n ≥ 3 there is also another interesting phenomenon occurring related to
scalar curvature.

Lemma 3. (Schur, 1886) Suppose that a Riemannian manifold (M, g) of di-
mension n ≥ 3 satisfies one of the following two conditions:

a) sec(π) = f(p) for all 2-planes π ⊂ TpM, p ∈ M .
b) Ric(v) = (n− 1) · f(p) · v for all v ∈ TpM, p ∈ M .
Then in either case f must be constant. In other words, the metric has constant

curvature or is Einstein, respectively.

Proof. It clearly suffices to show (b), as the conditions for (a) imply that (b)
holds. To show (b) we need the important identity:

dscal = 2div (Ric) .

Let us see how this implies (b). First we have

dscal = dtr (Ric)
= d (n · (n− 1) · f)
= n · (n− 1) · df.
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On the other hand

2div (Ric) (v) = 2
∑

g ((∇ei
Ric) (v) , ei)

= 2
∑

g ((∇ei
((n− 1) f · I)) (v) , ei)

= 2
∑

g ((n− 1) (∇ei
f) v, ei) + 2

∑
g ((n− 1) f (∇ei

I) (v) , ei)

= 2 (n− 1) g
(
v,

∑
(∇ei

f) ei

)
= 2 (n− 1) g (v,∇f)
= 2 (n− 1) df (v) .

Thus, we have shown that n · df = 2 · df, but this is impossible unless n = 2 or
df ≡ 0 (i.e., f is constant). �

Proposition 6.

dtr (Ric) = 2div (Ric) .

Proof. The identity is proved by a long and uninspired calculation that uses
the second Bianchi identity. Choose a normal orthonormal frame Ei at p ∈ M, i.e.,
∇Ei|p = 0, and let W be a vector field such that ∇W |p = 0. Using the second
Bianchi identity

(dtr (Ric)) (W ) (p) = DW

∑
g (Ric (Ei) , Ei)

= DW

∑
g (R (Ei, Ej) Ej , Ei)

=
∑

g (∇W (R (Ei, Ej) Ej) , Ei)

=
∑

g ((∇W R) (Ei, Ej) Ej , Ei)

= −
∑

g
((∇Ej

R
)
(W,Ei) Ej , Ei

)
−

∑
g ((∇Ei

R) (Ej ,W ) Ej , Ei)

= −
∑(∇Ej

R
)
(W,Ei, Ej , Ei)−

∑
(∇Ei

R) (Ej ,W,Ej , Ei)

=
∑(∇Ej

R
)
(Ej , Ei, Ei,W ) +

∑
(∇Ei

R) (Ei, Ej , Ej ,W )

= 2
∑(∇Ej

R
)
(Ej , Ei, Ei,W )

= 2
∑

∇Ej
(R (Ej , Ei, Ei,W ))

= 2
∑

∇Ej
g (Ric (Ej) ,W )

= 2
∑

∇Ej
g (Ric (W ) , Ej)

= 2
∑

g
(∇Ej

(Ric (W )) , Ej

)
= 2

∑
g
((∇Ej

Ric
)
(W ) , Ej

)
= 2div (Ric) (W ) (p) .

�
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Corollary 1. An n (> 2)-dimensional Riemannian manifold (M, g) is Ein-
stein iff

Ric =
scal
n

g.

3.6. Curvature in Local Coordinates. As with the connection it is some-
times convenient to know what the curvature tensor looks like in local coordinates.
We first observe that if X = αi∂i, Y = βj∂j , Z = γk∂k, then we can write

R (X,Y ) Z = αiβjγkRl
ijk∂l,

Rl
ijk∂l = R (∂i, ∂j) ∂k.

Using the definition of R we see that

Rl
ijk∂l = R (∂i, ∂j) ∂k

= ∇∂i
∇∂j

∂k −∇∂j
∇∂i

∂k

= ∇∂i

(
Γs

jk∂s

)−∇∂j

(
Γt

ik∂t

)
= ∂i

(
Γs

jk

)
∂s + Γs

jk∇∂i
∂s

−∂j

(
Γt

ik

)
∂t − Γt

ik∇∂j
∂t

= ∂i

(
Γl

jk

)
∂l − ∂j

(
Γl

ik

)
∂l

+Γs
jkΓl

is∂l − Γt
ikΓl

jt∂l

=
(
∂iΓl

jk − ∂jΓl
ik + Γs

jkΓl
is − Γs

ikΓl
js

)
∂l.

So
Rl

ijk = ∂iΓl
jk − ∂jΓl

ik + Γs
jkΓl

is − Γs
ikΓl

js.

This coordinate expression can also be used, in conjunction with the properties of
the Christoffel symbols, to prove all of the symmetry properties of the curvature
tensor. The formula clearly simplifies if we are at a point p where Γk

ij |p = 0

Rl
ijk|p = ∂iΓl

jk|p − ∂jΓl
ik|p.

If we use the formulas for the Christoffel symbols we can evidently get an
expression for Rl

ijk that depends on the metric gij and its first two derivatives.

4. The Fundamental Curvature Equations

In this section we are going to study how curvature comes up naturally in the
investigation of certain types of functions. This will lead us to various formulae
that make it possible to calculate the curvature tensor on all of the rotationally
symmetric and doubly warped product metrics from chapter 1. With this informa-
tion we can then exhibit the above mentioned examples. This will be accomplished
in the next chapter.

4.1. Distance Functions. The functions we wish to look into are distance
functions. As we don’t have a concept of distance yet, we will say that r : U → R,
where U ⊂ (M, g) is open, is a distance function if |∇r| ≡ 1 on U . Distance
functions are therefore simply solutions to the Hamilton-Jacobi equation

|∇r|2 = 1.

This is a nonlinear first-order PDE and can be solved by the method of characteris-
tics see e.g. [5]. For now we shall assume that solutions exist and investigate their
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Figure 2.1

properties. Later, when we have developed the theory of geodesics, we shall show
the existence of such functions and also show that their name is appropriate.

Example 21. On (Rn, can) define r(x) = |x−y|. Then r is smooth on Rn−{y}
and has |∇r| ≡ 1. If we have two different points {y, z}, then

r(x) = d (x, {y, z}) = min{d(x, y), d(x, z)}
is smooth away from {y, z} and the hyperplane {x ∈ Rn : |x − y| = |x − z|}
equidistant from y and z.

Example 22. More generally if M ⊂ Rn is a submanifold, then it can be shown
that

r(x) = d(x,M) = inf{d(x, y) : y ∈ M}
is a distance function on some open set U ⊂ Rn. If M is an orientable hypersurface,
then we can see this as follows. Since M is orientable, we can choose a unit normal
vector field N on M . Now “coordinatize” Rn as x = tN + y, where t ∈ R, y ∈ M .
In some neighborhood U of M these “coordinates” are actually well-defined. In
other words, there is some function ε(y) : M → (0,∞) such that any point in

U = {tN + y : y ∈ M, |t| < ε(y)}
has unique coordinates (t, y). We can now define r(x) = t on U or r(x) = d(x,M) =
|t| on U −M . Both functions will then define distance functions on their respective
domains. Here r is usually referred to as the signed distance to M , while f is just
the regular distance. Figure 2.1 shows some pictures of the level sets of a distance
function together with the orthogonal trajectories that form the integral curves for
the gradient of the distance function.

Example 23. On I ×M, where I ⊂ R, is an interval we have metrics of the
form dr2 +gr, where dr2 is the standard metric on I and gr is a metric on {r}×M
that depends on r. In this case the projection I ×M → I is a distance function.
Special cases of this situation are rotationally symmetric metrics, doubly warped
products, and our submersion metrics on I × S2n−1.

Lemma 4. Given r : U → I ⊂ R, then r is a distance function iff r is a
Riemannian submersion.
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Proof. In general, we have dr (v) = g (∇r, v) , so Dr (v) = dr (v) ∂t = 0 iff
v ⊥ ∇r. Thus, v is perpendicular to the kernel of Dr iff it is proportional to ∇r.
For such v = α∇r we have that

Dr (v) = αDr (∇r) = αg (∇r,∇r) ∂t.

Now ∂t has length 1 in I, so

|v| = |α| |∇r| ,
|Dr (v)| = |α| |∇r|2 .

Thus, r is a Riemannian submersion iff |∇r| = 1 �

Before continuing we need some simplifying notation. A distance function
r : U → R is fixed and U ⊂ (M, g) is an open subset of a Riemannian manifold.
The gradient ∇r will usually be denoted by ∂r = ∇r. The ∂r notation comes
from our warped product metrics dr2 + gr. The level sets for r are denoted Ur =
{x ∈ U : r (x) = r} , and the induced metric on Ur is gr. In this spirit ∇r, Rrare
the Riemannian connection and curvature on (Ur, gr). The (1, 1) version of the
Hessian of r is denoted by S (·) = ∇·∂r, i.e., Hessr (X,Y ) = g (S (X) , Y ) . S stands
for second derivative or shape operator or second fundamental form, depending on
the point of view of the observer. The last two terms are more or less synonymous
and refer to the shape of (Ur, gr) in (U, g) ⊂ (M, g). The idea is that S = ∇∂r

measures how the induced metric on Ur changes by computing how the unit normal
to Ur changes.

Example 24. Let M ⊂ Rn be an orientable hypersurface, N the unit normal,
and S the shape operator defined by S (v) = ∇vN for v ∈ TM. If S ≡ 0 on M
then N must be a constant vector field on M, and hence M is an open subset of the
hyperplane

H = {x + p ∈ Rn : x ·Np = 0},
where p ∈ M is fixed. As an explicit example of this, recall our isometric immersion
or embedding (Rn−1, can) → (Rn

, can) from chapter 1 defined by

(x1, . . . , xn−1) → (γ(x1), x2, . . . , xn−1),

where γ is a unit speed curve γ : R → R2. In this case,

N = (N(x1), 0, . . . , 0)

is a unit normal, where N(x1) is the unit normal to γ in R2. We can write this as

N = (−γ̇2(x1), γ̇1(x1), 0, . . . , 0)

in Cartesian coordinates. So

∇N = −d(γ̇2)∂1 + d(γ̇1)∂2

= −γ̈2dx1∂1 + γ̈1dx1∂2

= (−γ̈2∂1 + γ̈1∂2)dx1.

Thus, S ≡ 0 iff γ̈1 = γ̈2 = 0 iff γ is a straight line iff M is an open subset
of a hyperplane. The shape operator therefore really captures the idea that the
hypersurface bends in Rn, even though Rn−1 cannot be seen to bend inside itself.
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We have seen here the difference between extrinsic and intrinsic geometry. In-
trinsic geometry is everything we can do on a Riemannian manifold (M, g) that
does not depend on how (M, g) might be isometrically immersed in some other
Riemannian manifold. Extrinsic geometry is the study of how an isometric immer-
sion (M, g) → (N, gN ) bends (M, g) inside (N, gN ). Thus, the curvature tensor
on (M, g) measures how the space bends intrinsically, while the shape operator
measures extrinsic bending.

4.2. Curvature Equations. We are now ready to establish our first funda-
mental equation.

Theorem 2. (The Radial Curvature Equation) If U ⊂ (M, g) is an open set
and r : U → R a distance function, then

∇∂r
S + S2 = −R∂r

.

Proof. We proceed by straightforward computation. If X is a vector field on
U , then

(∇∂r
S)(X) + S2(X) = ∇∂r

(S(X))− S(∇∂r
X) + S(S(X))

= ∇∂r
∇X∂r −∇∇∂r X∂r +∇∇X∂r

∂r

= ∇∂r
∇X∂r −∇∇∂r X−∇X∂r

∂r

= ∇∂r
∇X∂r −∇[∂r,X]∂r.

In order for this to equal −R(X, ∂r)∂r we only need to check what happened to
−∇X∇∂r

∂r. However, as ∂r = ∇r is unit, we see that for any vector field Y on U :

g(∇∂r
∂r, Y ) = Hessr (∂r, Y )

= Hessr (Y, ∂r)
= g(∇Y ∂r, ∂r)

=
1
2
DY g(∂r, ∂r)

=
1
2
DY 1 = 0.

In particular, ∇∂r
∂r = S(∂r) = 0 on all of U . �

This result tells us two things: First, that ∂r is always a zero eigenvector for
S and secondly how certain “radial curvatures” relate to the Hessian of r. The
Hessian of a generic function cannot, of course, exhibit such predictable behavior
(namely, being a solution to a PDE). It is only geometrically relevant functions
that behave so nicely.

The second and third fundamental equations are also known as the Gauss equa-
tions and Codazzi-Mainardi equations, respectively. They will be proved simulta-
neously but stated separately. For a vector we use the notation for decomposing it
into normal and tangential components to Ur:

v = tan v + norv
= v − g (v, ∂r) ∂r + g (v, ∂r) ∂r.

Theorem 3. (The Tangential Curvature Equation)

tan R(X,Y )Z = Rr(X,Y )Z − (S (X) ∧ S (Y )) (Z) ,

g (R(X,Y )Z,W ) = gr (Rr(X,Y )Z,W )− II(Y,Z)II (X,W ) + II(X,Z)II (Y,W ) .
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Here X,Y, Z,W are tangent to the level sets Ur and

II (U, V ) = Hessr (U, V ) = g (S (U) , V )

is the classical second fundamental form.

Theorem 4. (The Normal or Mixed Curvature Equation)

g (R(X,Y )Z, ∂r) = g(−(∇XS)(Y ) + (∇Y S)(X), Z)
= − (∇XII) (Y,Z) + (∇Y II) (X,Z) .

where X,Y, Z are tangent to the level sets Ur.

Proof. The proofs hinge on the important fact that if X,Y are vector fields
that are tangent to the level sets Ur, then:

∇r
XY = tan(∇XY )

= ∇XY − g (∇XY, ∂r) ∂r

= ∇XY + g(S(X), Y )∂r

= ∇XY + II(X,Y )∂r

Here the first equality is a consequence of the uniqueness of the Riemannian con-
nection on (Ur, gr). One can check either that tan(∇XY ) satisfies properties 1-4 of
a Riemannian connection or alternatively that it satisfies the Koszul formula. The
latter task is almost immediate. The second and fourth equality are obvious. The
third follows as Y ⊥ ∂r implies

0 = ∇Xg(Y, ∂r)
= g(∇XY, ∂r) + g(Y, S(X)),

whence
g(S(X), Y ) = −g(∇XY, ∂r).

Both of the curvature equations are now verified by calculating R(X,Y )Z using

∇XY = ∇r
XY − g(S(X), Y ) · ∂r.

R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z

= ∇X(∇r
Y Z − g(S(Y ), Z) · ∂r)−∇Y (∇r

XZ − g(S(X), Z) · ∂r)
−∇r

[X,Y ]Z + g(S([X,Y ]), Z) · ∂r

= ∇X∇r
Y Z −∇Y∇r

XZ −∇r
[X,Y ]Z

−∇X (g(S(Y ), Z) · ∂r) +∇Y (g(S(X), Z) · ∂r) + g(S([X,Y ]), Z) · ∂r

= Rr(X,Y )Z − g (S (X) ,∇Y Z) · ∂r + g(S(Y ),∇XZ) · ∂r

−g(S(Y ),∇XZ) · ∂r + g(S(X),∇Y Z) · ∂r

−g(∇XS(Y ), Z) · ∂r + g(∇Y S(X), Z) · ∂r + g(S([X,Y ]), Z) · ∂r

−g(S(Y ), Z)S(X) + g(S(X), Z)S(Y )
= Rr(X,Y )Z − (S(X) ∧ S(Y )) (Z)

+g (−(∇XS)(Y ) + (∇Y S)(X), Z) · ∂r

This establishes the first part of each formula. The second parts follow from using
the definitions of the involved concepts. �
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The three fundamental equations give us a way of computing curvature tensors
by induction on dimension. More precisely, if we know how to do computations
on Ur and also how to compute S, then we can compute anything on U . We shall
clarify and exploit this philosophy in subsequent chapters.

Here we confine ourselves to some low dimensional observations. Recall that
the three curvature quantities sec, Ric, and scal obeyed some special relationships
in dimensions 2 and 3. Curiously enough this also manifests itself in our three
fundamental equations.

If M has dimension 1, then there aren’t too many distance functions. Our
equations don’t even seem to apply here since the level sets are points. This is
related to the fact that R ≡ 0 on all 1 dimensional spaces.

If M has dimension 2, then any distance function r : U ⊂ M → R has 1-
dimensional level sets. Thus Rr ≡ 0 and the three vectors X,Y and Z are propor-
tional. Our equations therefore reduce to the single equation:

∇∂r
S + S2 = −R∂r

.

Actually, since S(∂r) = 0, we know that S depends only on its value on a unit vector
v ∈ TUr thus S (v) = αv, where α = trS = ∆r. The radial curvature equation can
therefore be reduced to:

∂r(∆r) + (∆r)2 = −sec(TpM).

To be even more concrete, we have that gr on Ur can be written: gr = ϕ2(r, θ)dθ2;
so

g = dr2 + ϕ2(r, θ)dθ2,

and since

ϕ∂rϕ =
1
2
∂rg (∂θ, ∂θ)

= g (∇∂r
∂θ, ∂θ)

= g (S (∂θ) , ∂θ)

= α |∂θ|2
= αϕ2,

we have

trS =
∂rϕ

ϕ
,

implying

−sec(TpM) =
∂2

rϕ

ϕ
.

When M has dimension 3, the level sets of r are 2-dimensional. The radial
curvature equation therefore doesn’t reduce, but in the other two equations we
have that one of the three vectors X,Y, Z is a linear combination of the other two.
We might as well assume that X ⊥ Y and Z = X or Y . So, if {X,Y, ∂r} repre-
sents an orthonormal framing, then the complete curvature tensor depends on the
quantities: g(R(X, ∂r)∂r, Y ), g(R(X, ∂r)∂r, X), g(R(Y, ∂r)∂r, Y ), g(R(X,Y )Y,X),
g(R(X,Y )Y, ∂r), g(R(Y,X)X, ∂r). The first three quantities can be computed from
the radial curvature equation, the fourth from the tangential curvature equation,
and the last two from the mixed curvature equation.
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In the special case where M3 = R3, R = 0, the tangential curvature equation
is particularly interesting:

sec(TpUr) = Rr (X,Y, Y,X)
= g(S(X), X)g(S(Y ), Y )− g(S(X), Y )g(S(X), Y )
= detS

This was Gauss’s wonderful observation! namely, that the extrinsic quantity detS
for Ur is actually the intrinsic quantity, sec(TpUr).

Finally, in dimension 4 everything reaches its most general level. We can start
with an orthonormal framing {X,Y, Z, ∂r}, and there will be twenty curvature
quantities to compute.

5. The Equations of Riemannian Geometry

In this section we shall investigate the connection between the metric tensor and
curvature. This is done by using the radial curvature equation together with some
new formulae. Having established these fundamental equations, we shall introduce
some useful vector fields that make it possible to see how the curvature influences
the metric in some unexpected ways.

Recall from the end of the last section that we arrived at a very nice formula
for the relationship between the metric and curvature on a surface, namely, if
g = dr2 + ϕ2(r, θ)dθ2, then ∂2

rϕ = −sec · ϕ. This formula can be used not only to
compute curvatures from knowledge of the metric, but also in reverse to conclude
things about the metric from the curvature. This relationship, which is classical for
surfaces, will be generalized in this section to manifolds of any dimension and then
extensively used throughout the entire text as a universal tool for understanding
the relationship between the metric and curvature.

5.1. The Coordinate-Free Equations. We need to introduce an ad hoc
concept for Hessians and symmetric bilinear forms on Riemannian manifolds. If
B (X,Y ) is a symmetric (0, 2)-tensor and L (X) the corresponding self-adjoint
(1, 1)-tensor defined via

g (L (X) , Y ) = B (X,Y ) ,

then the square of B is the symmetric bilinear form corresponding to L2

B2 (X,Y ) = g
(
L2 (X) , Y

)
= g (L (X) , L (Y )) .

Note that this symmetric bilinear form is always nonnegative, i.e., B2 (X,X) ≥ 0
for all X.

Proposition 7. If we have a smooth distance function r : (U, g) → R and
denote ∇r = ∂r, then

(1) L∂r
g = 2Hessr,

(2) (∇∂r
Hessr) (X,Y ) + Hess2r (X,Y ) = −R (X, ∂r, ∂r, Y ) ,

(3) (L∂r
Hessr) (X,Y )−Hess2r (X,Y ) = −R (X, ∂r, ∂r, Y ) .

Proof. (1) is simply the definition of the Hessian.
To prove (2) and (3) we use that ∇∂r

∂r = 0 and perform virtually the same
calculations that were used for the radial curvature equation. Keep in mind that
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∇X∂r = S (X) is the self-adjoint operator corresponding to Hessr.

(∇∂r
Hessr) (X,Y ) = ∂rHessr (X,Y )−Hessr (∇∂r

X,Y )−Hessr (X,∇∂r
Y )

= ∂rg (∇X∂r, Y )− g
(∇∇∂r X∂r, Y

)− g (∇X∂r,∇∂r
Y )

= g (∇∂r
∇X∂r, Y )− g

(∇∇∂r X∂r, Y
)

+g (∇X∂r,∇∂r
Y )− g (∇X∂r,∇∂r

Y )
= g (R (∂r, X) ∂r, Y )− g (∇∇X∂r

∂r, Y )
= −R (X, ∂r, ∂r, Y )− g (∇Y ∂r,∇X∂r)

= −R (X, ∂r, ∂r, Y )−Hess2r (X,Y ) .

(L∂r
Hessr) (X,Y ) = ∂rHessr (X,Y )−Hessr ([∂r, X] , Y )−Hessr (X, [∂r, Y ])

= ∂rg (∇X∂r, Y )− g
(∇[∂r,X]∂r, Y

)− g (∇X∂r, [∂r, Y ])

= g (∇∂r
∇X∂r, Y )− g

(∇[∂r,X]∂r, Y
)

+g (∇X∂r,∇∂r
Y )− g (∇X∂r,∇∂r

Y −∇Y ∂r)
= g (R (∂r, X) ∂r, Y ) + g (∇X∂r,∇Y ∂r)

= −R (X, ∂r, ∂r, Y ) + Hess2r (X,Y ) .

�
The first equation shows how the Hessian controls the metric. The second

and third equations give us control over the Hessian if we have information about
the curvature. These two equations are different in a very subtle way. The third
equation is at the moment the easiest to work with as it only uses Lie derivatives and
hence can be put in a nice form in an appropriate coordinate system. The second
equation is ultimately more useful, but requires that we find a way of making it
easier to interpret.

In the next two sections we shall see how appropriate choices for vector fields
can give us a better understanding of these fundamental equations.

5.2. Jacobi Fields. A Jacobi field for a smooth distance function r is a
smooth vector field J that does not depend on r, i.e., it satisfies the Jacobi equation

L∂r
J = 0.

This is a first order linear PDE, which can be solved by the method of character-
istics. To see how this is done we locally select a coordinate system

(
r, x2, ..., xn

)
where r is the first coordinate. Then J = ar∂r + ai∂i and the Jacobi equation
becomes:

0 = L∂r
J

= L∂r

(
ar∂r + ai∂i

)
= ∂r (ar) ∂r + ∂r

(
ai
)
∂i.

Thus the coefficients ar, ai have to be independent of r as already indicated. What
is more, we can construct such Jacobi fields knowing the values on a hypersurface
H ⊂ M where

(
x2, ..., xn

) |H is a coordinate system. In this case ∂r is transverse to
H and so we can solve the equations by declaring that ar, ai are constant along the
integral curves for ∂r. Note that the coordinate vector fields are themselves Jacobi
fields. Jacobi fields satisfy a more general second order equation, also known as the
Jacobi Equation:

∇∂r
∇∂r

J = −R (J, ∂r) ∂r,
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since

−R (J, ∂r) ∂r = R (∂r, J) ∂r

= ∇∂r
∇J∂r −∇J∇∂r

∂r −∇[∂r,J]∂r

= ∇∂r
∇J∂r

= ∇∂r
∇∂r

J.

This is a second order equation and must therefore have more solutions than the
above first order equation. This equation will be studied further in chapter 3 for
rotationally symmetric metrics and for general Riemannian manifolds in chapter 6.

If we evaluate equations (1) and (3) on Jacobi fields we obtain

(1) ∂r (g (J1, J2)) = 2Hessr (J1, J2) ,
(3) ∂r (Hessr (J1, J2))−Hess2r (J1, J2) = −R (J1, ∂r, ∂r, J2) .

As we now only have directional derivatives we have a much simpler version of the
fundamental equations. Therefore, there is a much better chance of predicting how
g and Hessr change depending on our knowledge of Hessr and R respectively.

This can be reduced a bit further if we take a product neighborhood Ω =
(a, b)×H ⊂ M such that r (t, z) = t. On this product the metric has the form

g = dr2 + gr

where gr is a one parameter family of metrics on H. If J is a vector field on H,
then there is a unique extension to a Jacobi field on Ω = (a, b)×H. First observe
that

Hessr (∂r, J) = g (∇∂r
∂r, J) = 0,

gr (∂r, J) = 0.

Thus we only need to consider the restrictions of g and Hessr to H. By doing this
we obtain

∂rg = ∂rgr = 2Hessr
The fundamental equations can therefore be written as

(1) ∂rgr = 2Hessr,
(3) ∂rHessr −Hess2r = −R (·, ∂r, ∂r, ·) .

There is a sticky point that is hidden in (3). Namely, how to extract information
from R and pass it on to the Hessian. As we usually make assumptions about the
sectional curvature we should try to rewrite this term. This can be done as follows:

R (X, ∂r, ∂r, X) = sec (X, ∂r)
(
g (X,X) g (∂r, ∂r)− (g (X, ∂r))

2
)

= sec (X, ∂r) g (X − g (X, ∂r) ∂r, X − g (X, ∂r) ∂r)
= sec (X, ∂r) gr (X,X) .

So if we evaluate (3) on a Jacobi field J we obtain

∂r (Hessr (J, J))−Hess2r (J, J) = −sec (J, ∂r) gr (J, J) .

This means that (1) and (3) are coupled as we have not eliminated the metric from
(3). The next subsection shows how we can deal with this by evaluating on different
vector fields.

Nevertheless, we have reduced (1) and (3) to a set of ODEs where r is the
independent variable along the integral curve for ∂r through p.
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5.3. Parallel Fields. A parallel field for a smooth distance function is a vector
field X such that:

∇∂r
X = 0.

This is, like the Jacobi equation, a first order linear PDE and can be solved in a
similar manner. There is, however, one crucial difference: Parallel fields are almost
never Jacobi fields.

If we evaluate g on a pair of parallel fields we see that

∂rg (X,Y ) = g (∇∂r
X,Y ) + g (X,∇∂r

Y ) = 0.

This means that (1) is not simplified by using parallel fields. The second equation,
on the other hand, now looks like

∂r (Hessr (X,Y )) + Hess2r (X,Y ) = −R (X, ∂r, ∂r, Y ) .

If we rewrite this in terms of sectional curvature we obtain as above

∂r (Hessr (X,X)) + Hess2r (X,X) = −sec (X, ∂r) gr (X,X) .

But this time we know that gr (X,X) is constant in r as X is parallel. We can even
assume that g (X, ∂r) = 0 and g (X,X) = 1 by first projecting X onto H and then
scaling it. Therefore, (2) takes the form

∂r (Hessr (X,X)) + Hess2r (X,X) = −sec (X, ∂r)

on unit parallel fields that are orthogonal to ∂r. In this way we really have decoupled
the equation for the Hessian from the metric. This allows us to glean information
about the Hessian from information about sectional curvature. Equation (1), when
rewritten using Jacobi fields, then gives us information about the metric from the
information we just obtained about the Hessian using parallel fields.

5.4. Conjugate Points. In general, we might think of the curvatures R∂r
as

being given. They could be constant or merely satisfy some inequality. We then
wish to investigate how the curvature influences the metric. Equation (1) is linear.
Thus the metric can’t blow up in finite time unless the Hessian also blows up.
However, if we assume that the curvature is bounded, then equation (2) tells us
that, if the Hessian blows up, then it must be decreasing in r, hence it can only go
to −∞. Going back to (1), we then conclude that the only degeneration which can
occur along an integral curve for ∂r, is that the metric stops being positive definite.
We say that the distance function r develops a conjugate, or focal, point along this
integral curve if this occurs. Below we have some pictures of how conjugate points
can develop. Note that as the metric itself is Euclidean, these singularities exist
only in the coordinates, not in the metric.
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Figure 2.2

It is worthwhile investigating equations (2) and (3) a little further. If we rewrite
them as

(2) (∇∂r
Hessr) (X,X) = −R (X, ∂r, ∂r, X)−Hess2r (X,X) ,

(3) (L∂r
Hessr) (X,X) = −R (X, ∂r, ∂r, X) + Hess2r (X,X) ,

then we can think of the curvatures as representing fixed external forces, while
Hess2r describes an internal reaction (or interaction). The reaction term is always
of a fixed sign and, it will try to force Hessr blow up in finite time. If, for instance
sec ≤ 0, then L∂r

Hessr is positive. Therefore, if Hessr is positive at some point,
then it will stay positive. On the other hand, if sec ≥ 0, then ∇∂r

Hessr is negative,
forcing Hessr to stay nonpositive if it is nonpositive at a point.

In chapters 6, 7, 9, and 11 we shall study and exploit this in much greater
detail.

6. Some Tensor Concepts

In this section we shall collect together some notational baggage that is needed
from time to time.

6.1. Type Change. The inner product structure on the tangent spaces to a
Riemannian manifold makes it possible to view tensors in different ways. We saw
this with the Hessian and the Ricci tensor. This is nothing but the elementary
observation that a bilinear map can be interpreted as a linear map when one has
an inner product present.

If, in general, we have an (s, t)-tensor T, we view it as a section in the bundle

TM ⊗ · · · ⊗ TM︸ ︷︷ ︸
s times

⊗ T ∗M ⊗ · · · ⊗ T ∗M︸ ︷︷ ︸
t times

Then given a Riemannian metric g on M, we can make it into an (s− k, t + k)-
tensor for any k ∈ Z such that both s−k and t+k are nonnegative. Abstractly, this
is done as follows: On a Riemannian manifold TM is naturally isomorphic to T ∗M ;
the isomorphism is given by sending v ∈ TM to the linear map (w → g (v, w)) ∈
T ∗M. Using this isomorphism we can therefore replace TM by T ∗M or vice versa
and thus change the type of the tensor.
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At a more concrete level what happens is this: We select a frame E1, . . . , En

and construct the coframe σ1, . . . , σn. The vectors and covectors (in T ∗M) can be
written as

v = viEi = σi (v)Ei,

ω = αjσ
j = ω (Ej) σj .

The tensor T can now be written as

T = T i1···is
j1···jt

Ei1 ⊗ · · · ⊗Eis
⊗ σj1 ⊗ · · · ⊗ σjt .

Now we need to know how we can change Ei into a covector and σj into a vector.
As before, the dual to Ei is the covector w → g (Ei, w) , which can be written as

g (Ei, w) = g (Ei, Ej) σj (w) = gijσ
j (w) .

Conversely, we have to find the vector v corresponding to the covector σj . The
defining property is

g (v, w) = σj (w) .

Thus, we have
g (v,Ei) = δj

i .

If we write v = vkEk, this gives

gkiv
k = δj

i .

Letting gij denote the ijth entry in the inverse of (gij) , we therefore have

v = viEi = gijEi.

Thus,

Ei → gijσ
j ,

σj → gijEi.

Note that using Einstein notation properly will help keep track of the correct way
of doing things as long as the inverse of g is given with superscript indices. With
this formula one can easily change types of tensors by replacing Es with σs and
vice versa. Note that if we used coordinate vector fields in our frame, then one
really needs to invert the metric, but if we had chosen an orthonormal frame, then
one simply moves indices up and down as the metric coefficients satisfy gij = δij .

Let us list some examples:
The Ricci tensor: We write the Ricci tensor as a (1, 1)-tensor: Ric (Ei) = Ricj

iEj ;
thus

Ric = Rici
j · Ei ⊗ σj .

As a (0, 2)-tensor it will look like

Ric = Ricjk · σj ⊗ σk = gi
jiRick · σj ⊗ σk,

while as a (2, 0)-tensor acting on covectors it will be

Ric = Ricik · Ei ⊗Ek = gijRick
j · Ei ⊗ Ek.

The curvature tensor: We start with the (1, 3)-curvature tensor R (X,Y ) Z,
which we write as

R = Rl
ijk · El ⊗ σi ⊗ σj ⊗ σk.
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As a (0, 4)-tensor we get

R = Rijkl · σi ⊗ σj ⊗ σk ⊗ σl

= Rs
ijkgsl · σi ⊗ σj ⊗ σk ⊗ σl,

while as a (2, 2)-tensor we have:

R = Rkl
ij · Ek ⊗ El ⊗ σi ⊗ σj

= Rl
ijsg

sk · Ek ⊗ El ⊗ σi ⊗ σj .

Here, however, we must watch out, because there are several different ways of doing
this. We choose to raise the last index, but we could also have chosen any other
index, thus yielding different (2, 2)-tensors. The way we did it gives essentially the
curvature operator.

6.2. Contractions. Contractions are simply traces of tensors. Thus, the con-
traction of a (1, 1)-tensor T = T i

j · Ei ⊗ σj is simply its trace:

C (T ) = trT = T i
i .

If instead we had a (0, 2)-tensor T, then we could, using the Riemannian structure,
first change it to a (1, 1)-tensor and then take the trace

C (T ) = C
(
Tij · σi ⊗ σj

)
= C

(
Tikgkj · Ek ⊗ σj

)
= Tikgki.

In this way the Ricci tensor becomes a contraction:

Ric = Rici
j · Ei ⊗ σj

= Rkj
ik · Ei ⊗ σj

= Rj
iksg

sk · Ei ⊗ σj ,

or

Ric = Ricij · σi ⊗ σj

= gklRiklj · σi ⊗ σj ,

which after type change can be seen to give the same expressions. The scalar
curvature can be expressed as:

scal = tr (Ric)

= Rici
i

= Ri
iksg

sk

= Ricikgki

= Rijklg
jkgil.

Again, it is necessary to be careful to specify over which indices one contracts in
order to get the right answer.

Note that the divergence of a (1, k)-tensor S is nothing but a contraction of the
covariant derivative ∇S of the tensor. Here one contracts against the new variable
introduced by the covariant differentiation.
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6.3. Norms of Tensors. There are several conventions in Riemannian geom-
etry for how one should measure the norm of a linear map. Essentially, there are
two different norms in use, the operator norm and the Euclidean norm. The former
is defined for a linear map L : V → W between inner product spaces as

|L| = sup
|v|=1

|Lv|

The Euclidean norm, in contrast, is given by

|L| =
√

tr (L∗ ◦ L) =
√

tr (L ◦ L∗),

where L∗ : W → V is the adjoint. Despite the fact that we use the same notation for
these norms, they are almost never equal. If, for instance, L : V → V is self adjoint
and λ1 ≤ · · · ≤ λn the eigenvalues of L counted with multiplicities, then the oper-

ator norm is: max {|λ1| , |λn|} , while the Euclidean norm is
√

λ2
1 + · · ·+ λ2

n. The
Euclidean norm also has the advantage of actually coming from an inner product:

〈L1, L2〉 = trL1 ◦ L∗
2 = trL2 ◦ L∗

1.

As a general rule we shall always use the Euclidean norm.
It is worthwhile to see how the Euclidean norm of some simple tensors can

be computed on a Riemannian manifold. Note that this computation uses type
changes to compute adjoints and contractions to take traces.

Let us start with a (1, 1)-tensor T = T i
j · Ei ⊗ σj . We think of this as a linear

map TM → TM . Then the adjoint is first of all the dual map T ∗ : T ∗M → T ∗M,
which we then change to T ∗ : TM → TM. This means that

T ∗ = T j
i · σi ⊗ Ej ,

which after type change becomes

T ∗ = T k
l gljgki · Ej ⊗ σi.

Finally,
|T |2 = T i

jT
k
l gljgki.

If the frame is orthonormal, this takes the simple form of

|T |2 = T i
jT

j
i .

For a (0, 2)-tensor T = Tij · σi ⊗ σj we first have to change type and then proceed
as above. In the end one gets the nice formula

|T |2 = TijT
ij .

6.4. Positional Notation. A final remark is in order. Many of the above
notations could be streamlined even further so as to rid ourselves of some of the
notational problems we have introduced by the way in which we write tensors in
frames. Namely, tensors TM → TM (section of TM ⊗ T ∗M) and T ∗M → T ∗M
(section of T ∗M ⊗ TM) seem to be written in the same way, and this causes some
confusion when computing their Euclidean norms. That is, the only difference
between the two objects σ ⊗ E and E ⊗ σ is in the ordering, not in what they
actually do. We simply interpret the first as a map TM → TM and then the
second as T ∗M → T ∗M, but the roles could have been reversed, and both could be
interpreted as maps TM → TM. This can indeed cause great confusion.

One way to at least keep the ordering straight when writing tensors out in
coordinates is to be even more careful with our indices and how they are written
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down. Thus, a tensor T that is a section of T ∗M ⊗ TM ⊗ T ∗M should really be
written as

T = Ti
j
k · σi ⊗ Ej ⊗ σk.

Our standard (1, 1)-tensor (section of TM ⊗ T ∗M) could therefore be written

T = T i
j · Ei ⊗ σj ,

while the adjoint (section of T ∗M ⊗ TM) before type change is

T ∗ = Tk
l · σk ⊗ El

= T i
jgkig

lj · σk ⊗ El.

Thus, we have the nice formula

|T |2 = T i
jTi

j .

In the case of the curvature tensor one would normally write

R = Rl
ijk · El ⊗ σi ⊗ σj ⊗ σk,

and when changing to the (2, 2) version we have

R = Rkl
ij · Ek ⊗ El ⊗ σi ⊗ σj

= Rl
ijsg

sk · Ek ⊗ El ⊗ σi ⊗ σj .

It is then clear how to keep track of the other (2, 2) versions by writing

Ri
jk

l = Rist
ugjsgktglu.

Nice as this notation is, it is not used consistently in the literature, probably
due to typesetting problems. It would be convenient to use it, but in most cases one
can usually keep track of things anyway. Most of this notation can of course also
be avoided by using invariant (coordinate-free) notation, but often it is necessary
to do coordinate or frame computations both in abstract and concrete situations.

To this we can add yet another piece of notation that is often seen. Namely, if
S is a (1, k)-tensor written in a frame as:

S = Si
j1···jk

· Ei ⊗ σj1 ⊗ · · · ⊗ σjk ,

Then the covariant derivative is a (1, k + 1)-tensor that can be written as

∇S = Si
j1···jk,jk+1

· Ei ⊗ σj1 ⊗ · · · ⊗ σjk ⊗ σjk+1 .

The coefficient Si
j1···jk,jk+1

can be computed via the formula

∇Ejk+1
S = DEjk+1

(
Si

j1···jk

) · Ei ⊗ σj1 ⊗ · · · ⊗ σjk

+Si
j1···jk

· ∇Ejk+1

(
Ei ⊗ σj1 ⊗ · · · ⊗ σjk

)
,

where one must find the expression for

∇Ejk+1

(
Ei ⊗ σj1 ⊗ · · · ⊗ σjk

)
=

(
∇Ejk+1

Ei

)
⊗ σj1 ⊗ · · · ⊗ σjk

+Ei ⊗
(
∇Ejk+1

σj1
)
⊗ · · · ⊗ σjk

· · ·
+Ei ⊗ σj1 ⊗ · · · ⊗

(
∇Ejk+1

σjk

)
by writing each of the terms

(
∇Ejk+1

Ei

)
,
(
∇Ejk+1

σj1
)

, . . . ,
(
∇Ejk+1

σjk

)
in terms

of the frame and coframe and substitute back into the formula.
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7. Further Study

It is still too early to give useful references. In the upcoming chapters we shall
mention several other books on geometry that the reader might wish to consult. At
this stage we shall only list the authoritative guide [60]. Every differential geometer
must have a copy of these tomes, but their effective usefulness has probably passed
away. In a way, it is the Bourbaki of differential geometry and should be treated
as such.

8. Exercises

(1) Show that the connection on Euclidean space is the only affine connection
such that ∇X = 0 for all constant vector fields X.

(2) If F : M → M is a diffeomorphism, then the push-forward of a vector
field is defined as

(F∗X) |p = DF
(
X|F−1(p)

)
.

Let F be an isometry on (M, g) .
(a) Show that F∗ (∇XY ) = ∇F∗XF∗Y for all vector fields.
(b) If (M, g) = (Rn, can) , then isometries are of the form F (x) = Ox+b,

where O ∈ O (n) and b ∈ Rn. Hint: Show that F maps constant
vector fields to constant vector fields.

(3) Let G be a Lie group. Show that there is a unique affine connection such
that ∇X = 0 for all left invariant vector fields. Show that this connection
is torsion free iff the Lie algebra is Abelian.

(4) Show that if X is a vector field of constant length on a Riemannian man-
ifold, then ∇vX is always perpendicular to X.

(5) For any p ∈ (M, g) and orthonormal basis e1, . . . , en for TpM, show that
there is an orthonormal frame E1, . . . , En in a neighborhood of p such
that Ei = ei and (∇Ei) |p = 0. Hint: Fix an orthonormal frame Ēi near

p ∈ M with Ēi (p) = ei. If we define Ei = αj
i Ēj , where

[
αj

i (x)
]
∈ SO (n)

and αj
i (p) = δj

i , then this will yield the desired frame provided that the
Dek

αj
i are appropriately prescribed.

(6) (Riemann) As in the previous problem, but now show that there are co-
ordinates x1, . . . , xn such that ∂i = ei and ∇∂i = 0 at p. These conditions
imply that the metric coefficients satisfy gij = δij and ∂kgij = 0 at p.
Such coordinates are called normal coordinates at p. Show that in normal
coordinates g viewed as a matrix function of x has the expansion

g =
n∑

i,j=1

gijdxidxj

=
n∑

i=1

dxidxi

+
∑

i<j,k<l

Rijkl

(
xidxj − xjdxi

) (
xkdxl − xldxk

)
+ o

(
|x|2

)
,
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where Rijkl = g (R (∂i, ∂j) ∂k, ∂l) (p) . In dimension 2 this formula reduces
to

g = dx2 + dy2 + R1212 (xdy − ydx)2 + o
(
x2 + y2

)
= dx2 + dy2 − sec (p) (xdy − ydx)2 + o

(
x2 + y2

)
.

(7) Let M be an n-dimensional submanifold of Rn+m with the induced metric
and assume that we have a local coordinate system given by a parame-
trization xs

(
u1, ..., un

)
, s = 1, ..., n + m. Show that in these coordinates

we have:
(a)

gij =
n+m∑
s=1

∂xs

∂ui

∂xs

∂uj
.

(b)

Γij,k =
n+m∑
s=1

∂xs

∂uk

∂2xs

∂ui∂uj
.

(c) Rijkl depends only on the first and second partials of xs.
(8) Show that Hessf = ∇df.
(9) Let r be a distance function and S (X) = ∇X∂r the (1, 1) version of the

Hessian. Show that

L∂r
S = ∇∂r

S,

L∂r
S + S2 = −R∂r

.

How do you reconcile this with what happens for the fundamental equa-
tions for the (0, 2)-version of the Hessian?

(10) Let (M, g) be oriented and define the Riemannian volume form dvol as
follows:

dvol (v1, . . . , vn) = det (g (vi, ej)) ,

where e1, . . . , en is a positively oriented orthonormal basis for TpM.
(a) Show that if v1, . . . , vn is positively oriented, then

dvol (v1, . . . , vn) =
√

det (g (vi, vj)).

(b) Show that the volume form is parallel.
(c) Show that in positively oriented coordinates,

dvol =
√

det (gij)dx1 ∧ · · · ∧ dxn.

(d) If X is a vector field, show that

LXdvol = div (X) dvol.

(e) Conclude that the Laplacian has the formula

∆u =
1√

det (gij)
∂k

(√
det (gij)gkl∂lu

)
.

Given that the coordinates are normal at p we get as in Euclidean
space that

∆f (p) =
n∑

i=1

∂i∂if.
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(11) Let (M, g) be a oriented Riemannian manifold with volume form dvol as
above.
(a) If f has compact support, then∫

M

∆f · dvol = 0.

(b) Show that

div (f ·X) = g (∇f,X) + f · divX.

(c) Show that

∆ (f1 · f2) = (∆f1) · f2 + 2g (∇f1,∇f2) + f1 · (∆f2) .

(d) Establish the integration by parts formula for functions with compact
support:∫

M

f1 ·∆f2 · dvol = −
∫

M

g (∇f1,∇f2) · dvol.

(e) Conclude that if f is sub- or superharmonic (i.e., ∆f ≥ 0 or ∆f ≤ 0)
then f is constant. (Hint: first show ∆f = 0; then use integration by
parts on f ·∆f .) This result is known as the weak maximum principle.
More generally, one can show that any subharmonic (respectively
superharmonic) function that has a global maximum (respectively
minimum) must be constant. For this one does not need f to have
compact support. This result is usually referred to as the strong
maximum principle.

(12) A vector field and its corresponding flow is said to be incompressible if
divX = 0.
(a) Show that X is incompressible iff the local flows it generates are

volume preserving (i.e., leave the Riemannian volume form invariant).
(b) Let X be a unit vector field X on R2. Show that ∇X = 0 if X is

incompressible.
(c) Find a unit vector field X on R3 that is incompressible but where

∇X �= 0.
(13) Let X be a unit vector field on (M, g) such that ∇XX = 0.

(a) Show that X is locally the gradient of a distance function iff the
orthogonal distribution is integrable.

(b) Show that X is the gradient of a distance function in a neighborhood
of p ∈ M iff the orthogonal distribution has an integral submanifold
through p. Hint: It might help to show that LXθX = 0.

(c) Find X with the given conditions so that it is not a gradient field.
Hint: Consider S3.

(14) Given an orthonormal frame E1, . . . , En on (M, g) , define the structure
constants ck

ij by [Ei, Ej ] = ck
ijEk. Then define the Γs and Rs by

∇Ei
Ej = Γk

ijEk,

R (Ei, Ej) Ek = Rl
ijkEl

and compute them in terms of the cs. Notice that on Lie groups with left-
invariant metrics the structure constants can be assumed to be constant.
In this case, computations simplify considerably.
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(15) There is yet another effective method for computing the connection and
curvatures, namely, the Cartan formalism. Let (M, g) be a Riemannian
manifold. Given a frame E1, . . . , En, the connection can be written

∇Ei = ωj
iEj ,

where ωj
i are 1-forms. Thus,

∇vEi = ωj
i (v)Ej .

Suppose now that the frame is orthonormal and let ωi be the dual coframe,
i.e., ωi (Ej) = δi

j . Show that the connection forms satisfy

ωj
i = −ωi

j ,

dωi = ωj ∧ ωi
j .

These two equations can, conversely, be used to compute the connection
forms given the orthonormal frame. Therefore, if the metric is given by
declaring a certain frame to be orthonormal, then this method can be very
effective in computing the connection.

If we think of
[
ωj

i

]
as a matrix, then it represents a 1-form with values

in the skew-symmetric n × n matrices, or in other words, with values in
the Lie algebra so (n) for O (n) .

The curvature forms Ωj
i are 2-forms with values in so (n) . They are

defined as
R (·, ·) Ei = Ωj

iEj .

Show that they satisfy

dωj
i = ωk

i ∧ ωj
k + Ωj

i .

When reducing to Riemannian metrics on surfaces we obtain for an
orthonormal frame E1, E2 with coframe ω1, ω2

dω1 = ω2 ∧ ω1
2,

dω2 = −ω1 ∧ ω1
2,

dω1
2 = Ω1

2,

Ω1
2 = sec · dvol.

(16) Show that a Riemannian manifold with parallel Ricci tensor has constant
scalar curvature. In chapter 3 it will be shown that the converse is not
true, and also that a metric with parallel curvature tensor doesn’t have
to be Einstein.

(17) Show that if R is the (1, 3)-curvature tensor and Ric the (0, 2)-Ricci tensor,
then

(divR) (X,Y, Z) = (∇XRic) (Y,Z)− (∇Y Ric) (X,Z) .

Conclude that divR = 0 if ∇Ric = 0. Then show that divR = 0 iff the
(1, 1) Ricci tensor satisfies:

(∇XRic) (Y ) = (∇Y Ric) (X) for all X,Y.
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(18) Let G be a Lie group with a bi-invariant metric. Using left-invariant fields
establish the following formulas. Hint: First go back to the exercises to
chapter 1 and take a peek at chapter 3 where some of these things are
proved.
(a) ∇XY = 1

2 [X,Y ] .
(b) R (X,Y ) Z = 1

4 [Z, [X,Y ]] .
(c) g (R (X,Y ) Z,W ) = − 1

4 (g ([X,Y ] , [Z,W ])) . Conclude that the sec-
tional curvatures are nonnegative.

(d) Show that the curvature operator is also nonnegative by showing
that:

g

(
R

(
k∑

i=1

Xi ∧ Yi

)
,

(
k∑

i=1

Xi ∧ Yi

))
=

1
4

∣∣∣∣∣
k∑

i=1

[Xi, Yi]

∣∣∣∣∣
2

.

(e) Show that Ric (X,X) = 0 iff X commutes with all other left-invariant
vector fields. Thus G has positive Ricci curvature if the center of G
is discrete.

(f) Consider the linear map Λ2g → [g, g] that sends X ∧ Y to [X,Y ] .
Show that the sectional curvature is positive iff this map is an isomor-
phism. Conclude that this can only happen if n = 3 and g = su (2) .

(19) It is illustrative to use the Cartan formalism in the above problem and
compute all quantities in terms of the structure constants for the Lie
algebra. Given that the metric is bi-invariant, it follows that with respect
to an orthonormal basis they satisfy

ck
ij = −ck

ji = ci
jk.

The first equality is skew-symmetry of the Lie bracket, and the second is
bi-invariance of the metric.

(20) Suppose we have two Riemannian manifolds (M, gM ) and (N, gN ) . Then
the product has a natural product metric (M ×N, gM + gN ) . Let X be
a vector field on M and Y one on N, show that if we regard these as
vector fields on M × N, then ∇XY = 0. Conclude that sec (X,Y ) = 0.
This means that product metrics always have many curvatures that are
zero.

(21) Suppose we have two distributions E and F on (M, g), that are orthogonal
complements of each other in TM. In addition, assume that the distribu-
tions are parallel i.e., if two vector fields X and Y are tangent to, say, E,
then ∇XY is also tangent to E.
(a) Show that the distributions are integrable.
(b) Show that around any point in M there is a product neighborhood

U = VE × VF such that (U, g) = (VE × VF , g|E + g|F ) , where g|E
and g|F are the restrictions of g to the two distributions. In other
words, M is locally a product metric.

(22) Let X be a parallel vector field on (M, g) . Show that X has constant
length. Show that X generates parallel distributions, one that contains X
and the other that is the orthogonal complement to X. Conclude that lo-
cally the metric is a product with an interval (U, g) =

(
V × I, g|TV + dt2

)
.
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(23) For 3-dimensional manifolds, show that if the curvature operator in diag-
onal form looks like ⎛⎝ α 0 0

0 β 0
0 0 γ

⎞⎠ ,

then the Ricci curvature has a diagonal form like⎛⎝ α + β 0 0
0 β + γ 0
0 0 α + γ

⎞⎠ .

Moreover, the numbers α, β, γ must be sectional curvatures.
(24) The Einstein tensor on a Riemannian manifold is defined as

G = Ric− scal
2
· I.

Show that G = 0 in dimension 2 and that divG = 0 in higher dimensions.
This tensor is supposed to measure the mass/energy distribution. The
fact that it is divergence free tells us that energy and momentum are
conserved. In a vacuum, one therefore imagines that G = 0. Show that
this happens in dimensions > 2 iff the metric is Ricci flat.

(25) This exercise will give you a way of finding the curvature tensor from the
sectional curvatures. Using the Bianchi identity show that

−6R (X,Y, Z,W ) =
∂2

∂s∂t

∣∣∣∣
s=t=0

{R (X + sZ, Y + tW, Y + tW,X + sZ)

−R (X + sW, Y + tZ, Y + tZ,X + sW )} .

(26) Using polarization show that the norm of the curvature operator on Λ2TpM
is bounded by

|R|p| ≤ c (n) |sec|p
for some constant c (n) depending on dimension, and where |sec|p denotes
the largest absolute value for any sectional curvature of a plane in TpM.

(27) We can artificially complexify the tangent bundle to a manifold: TCM =
TM ⊗ C. If we have a Riemannian structure, we can extend all the ac-
companying tensors to this realm. The metric tensor, in particular, gets
extended as follows:

gC (v1 + iv2, w1 + iw2) = g (v1, w1)− g (v2, w2) + i (g (v1, w2) + g (v2, w1)) .

This means that a vector can have complex length zero without being
trivial. Such vectors are called isotropic. Clearly, they must have the
form v1 + iv2, where |v1| = |v2| and g (v1, v2) = 0. More generally, we can
have isotropic subspaces, i.e., those subspace on which gC vanishes. If,
for instance, a plane is generated by two isotropic vectors v1 + iv2 and
w1 + iw2, where v1, v2, w1, w2 are orthogonal, then the plane is isotropic.
Note that one must be in dimension ≥ 4 to have isotropic planes. We now
say that the isotropic curvatures are positive, if “sectional” curvatures on
isotropic planes are positive. This means that if v1 + iv2 and w1 + iw2

span the plane and v1, v2, w1, w2 are orthogonal, then

0 < R (v1 + iv2, w1 + iw2, w1 − iw2, v1 − iv2) .
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(a) Show that the expression R (v1 + iv2, w1 + iw2, w1 − iw2, v1 − iv2) is
always a real number.

(b) Show that if the original metric is strictly quarter pinched, i.e., all
sectional curvatures lie in an open interval of the form

(
1
4k, k

)
, then

the isotropic curvatures are positive.
(c) Show that if the sum of the two smallest eigenvalues of the origi-

nal curvature operator is positive, then the isotropic curvatures are
positive.

(28) Consider a Riemannian metric (M, g). Now scale the metric by mul-
tiplying it by a number λ2. Then we get a new Riemannian manifold(
M,λ2g

)
. Show that the new connection and (1, 3)-curvature tensor re-

main the same, but that sec, scal, and R all get multiplied by λ−2.
(29) For a (1, 1)-tensor T on a Riemannian manifold, show that if Ei is an

orthonormal basis, then

|T |2 =
∑

|T (Ei)|2 .

(30) If we have two tensors S, T of the same type (r, s), r = 0, 1, define the
inner product

g (S, T )
and show that

DXg (S, T ) = g (∇XS, T ) + g (S,∇XT ) .

If S is symmetric and T skew-symmetric show that g (S, T ) = 0.
(31) Recall that complex manifolds have complex tangent spaces. Thus we

can multiply vectors by
√−1. As a generalization of this we can define an

almost complex structure. This is a (1, 1)-tensor J such that J2 = −I.
Show that the Nijenhuis tensor:

N (X,Y ) = [J (X) , J (Y )]− J ([J (X) , Y ])− J ([X,J (Y )])− [X,Y ]

is indeed a tensor. If J comes from a complex structure then N = 0, con-
versely Newlander&Nirenberg have shown that J comes from a complex
structure if N = 0.

A Hermitian structure on a Riemannian manifold (M, g) is an almost
complex structure J such that

g (J (X) , J (Y )) = g (X,Y ) .

The Kähler form of a Hermitian structure is

ω (X,Y ) = g (J (X) , Y ) .

Show that ω is a 2-form. Show that dω = 0 iff ∇J = 0. If the Kähler form
is closed, then we call the metric a Kähler metric.



CHAPTER 3

Examples

We are now ready to compute the curvature tensors on the examples we con-
structed earlier. After computing these quantities in general, we will try to find
examples of manifolds with constant sectional, Ricci, and scalar curvature. In par-
ticular, we shall look at the standard product metrics on spheres and also construct
the Riemannian version of the Schwarzschild metric.

The examples we present here include a selection of important techniques such
as: Conformal change, left-invariant metrics, Riemannian submersion constructions
etc. We shall not always develop the techniques in full detail. Rather we shall show
how they work in some simple, but important, examples.

1. Computational Simplifications

Before we present the examples it will be useful to have some general results
that deal with how one finds the range of the various curvatures.

Proposition 8. Let ei be an orthonormal basis for TpM . If ei∧ej diagonalize
the curvature operator

R (ei ∧ ej) = λijei ∧ ej ,

then for any plane π in TpM we have sec (π) ∈ [min λij ,max λij ] .

Proof. If v, w form an orthonormal basis for π, then we have sec (π) =
g (R (v ∧ w) , (v ∧ w)) , so the result is immediate. �

Proposition 9. Let ei be an orthonormal basis for TpM and suppose that
R (ei, ej) ek = 0 if the indices are mutually distinct; then ei ∧ ej diagonalize the
curvature operator.

Proof. If we use

g (R (ei ∧ ej) , (ek ∧ el)) = −g (R (ei, ej) ek, el)
= g (R (ei, ej) el, ek) ,

then we see that this expression is 0 when i, j, k are mutually distinct or if i, j, l are
mutually distinct. Thus, the expression can only be nonzero when {k, l} = {i, j} .
This gives the result. �

We shall see that in all rotationally symmetric and doubly warped products we
can find ei such that R (ei, ej) ek = 0. In this case, the curvature operator can then
be computed by finding the expressions R (ei, ej , ej , ei) . In general, however, this
will not happen.

There is also a more general situation where we can find the range of the Ricci
curvatures:

63



64 3. EXAMPLES

Proposition 10. Let ei be an orthonormal basis for TpM and suppose that

g (R (ei, ej) ek, el) = 0

if three of the indices are mutually distinct, then ei diagonalize Ric.

Proof. Recall that

g (Ric (ei) , ej) =
n∑

k=1

g (R (ei, ek) ek, ej) ,

so if we assume that i �= j, then g (R (ei, ek) ek, ej) = 0 unless k is either i or j.
However, if k = i, j, then the expression is zero from the symmetry properties.
Thus, ei must diagonalize Ric. �

2. Warped Products

So far, all we know about curvature is that (Rn, can) has curvature that van-
ishes. Using this, let us figure out what the curvature tensor is on (Sn−1(r), can).

2.1. Spheres. On Rn we have the distance function r(x) = |x| and the polar
coordinate representation:

g = dr2 + gr = dr2 + r2ds2
n−1,

where ds2
n−1 is the canonical metric on Sn−1(1). The level sets are Ur = Sn−1(r)

with the usual induced metric gr = r2ds2
n−1. The differential is given by

dr =
∑ xi

r
dxi,

while the gradient is

∂r =
1
r
xi∂i.

Since ds2
n−1 is independent of r we can compute the Hessian as follows:

2Hessr = L∂r
g

= L∂r

(
dr2

)
+ L∂r

(
r2ds2

n−1

)
= L∂r

(dr) dr + drL∂r
(dr) + ∂r

(
r2

)
ds2

n−1 + r2L∂r

(
ds2

n−1

)
= ∂r

(
r2

)
ds2

n−1

= 2rds2
n−1

= 2
1
r
gr.

The tangential curvature equation then tells us that

Rr(X,Y )Z = r−2(gr(Y,Z)X − gr(X,Z)Y ),

since the curvature on Rn is zero. In particular, if ei is any orthonormal basis,
we see that Rr (ei, ej) ek = 0 when the indices are mutually distinct. Therefore,
(Sn−1(r), can) has constant curvature r−2, provided that n ≥ 3. This justifies our
notation that Sn

k is the rotational symmetric metric dr2 +sn2
k(r)ds2

n−1 when k ≥ 0,
as these metrics have curvature k in this case. Below we shall see that this is also
true when k < 0.
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2.2. Product Spheres. Let us next compute the curvatures on the product
spheres

Sn
a × Sm

b = Sn

(
1√
a

)
× Sm

(
1√
b

)
.

We saw that the metric gr on Sn (r) is gr = r2ds2
n, so we can write

Sn
a × Sm

b =
(

Sn × Sm,
1
a
ds2

n +
1
b
ds2

m

)
.

Let Y be a unit vector field on Sn, V a unit vector field on on Sm, and X a unit
vector field on either Sn or Sm that is perpendicular to both Y and V. The Koszul
formula then shows

2g (∇Y X,V ) = g ([Y,X] , V ) + g ([V, Y ] , X)− g ([X,V ] , Y )
= g ([Y,X] , V )− g ([X,V ] , Y )
= 0,

as [Y,X] is either zero or tangent to Sn and likewise with [X,V ] . Thus ∇Y X = 0
if X is tangent to Sm. And ∇Y X is tangent to Sn if X is tangent to Sn, showing
that ∇Y X can be computed on Sn

a . This shows that if X,Y are tangent to Sn and
U, V tangent to Sm, then

R(X ∧ V ) = 0,
R(X ∧ Y ) = aX ∧ Y,

R(U ∧ V ) = bU ∧ V.

In particular, all sectional curvatures lie in the interval [0,max{a, b}]. From this
we see

Ric(X) = (n− 1)aX,

Ric (V ) = (m− 1) bV,

scal = n(n− 1)a + m(m− 1)b.

Therefore, we can conclude that Sn
a ×Sm

b always has constant scalar curvature,
is an Einstein manifold exactly when (n− 1)a = (m− 1)b (which requires n,m ≥ 2
or n = m = 1), and has constant sectional curvature only when n = m = 1. Note
also that the curvature tensor on Sn

a × Sm
b is always parallel.

2.3. Rotationally Symmetric Metrics. Let us look at what happens for a
general rotationally symmetric metric

dr2 + ϕ2ds2
n−1.

We shall compute all of the relevant terms below and also check that the funda-
mental equations hold. The metric is of the form g = dr2 + gr on (a, b) × Sn−1,
with gr = ϕ2ds2

n−1. As ds2
n−1 does not depend on r we have that

2Hessr = L∂r
gr

= L∂r

(
ϕ2ds2

n−1

)
= ∂r

(
ϕ2

)
ds2

n−1 + ϕ2L∂r

(
ds2

n−1

)
= 2ϕ (∂rϕ) ds2

n−1

= 2
∂rϕ

ϕ
gr.
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The Lie and covariant derivatives of the Hessian are now computed as follows:

L∂r
Hessr = L∂r

(
∂rϕ

ϕ
gr

)
= ∂r

(
∂rϕ

ϕ

)
gr +

∂rϕ

ϕ
L∂r

(gr)

=

(
∂2

rϕ
)
ϕ− (∂rϕ)2

ϕ2
gr + 2

(
∂rϕ

ϕ

)2

gr

=
∂2

rϕ

ϕ
gr +

(
∂rϕ

ϕ

)2

gr

=
∂2

rϕ

ϕ
gr + Hess2r

∇∂r
Hessr = ∇∂r

(
∂rϕ

ϕ
gr

)
= ∂r

(
∂rϕ

ϕ

)
gr +

∂rϕ

ϕ
∇∂r

(gr)

=

(
∂2

rϕ
)
ϕ− (∂rϕ)2

ϕ2
gr

=
∂2

rϕ

ϕ
gr −

(
∂rϕ

ϕ

)2

gr

=
∂2

rϕ

ϕ
gr −Hess2r

The fundamental equations then show that when restricted to Sn−1 we have

Hessr =
∂rϕ

ϕ
gr,

R (·, ∂r, ∂r, ·) = −∂2
rϕ

ϕ
gr.

This shows that

∇X∂r =
{ ∂rϕ

ϕ X if X is tangent to Sn−1,

0 if X = ∂r,

R (X, ∂r) ∂r =

{
−∂2

rϕ
ϕ X if X is tangent to Sn−1,

0 if X = ∂r.
.

If we restrict a general vector field X on (a, b)× Sn−1 to Sn−1, then it has the
form X = f∂r + Z, where f : Sn−1 → R and Z is a smooth vector field on Sn−1.
Therefore, all Jacobi fields for r are of the form J = f∂r + Z, where f : Sn−1 → R
and Z is a smooth vector field on Sn−1.

The parallel fields can be found by using the same initial conditions on Sn−1.
However, we have to adjust the field as we move away from r0 in order to keep the
field parallel. Thus we consider

X = λ (r) f∂r + µ (r) Z
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and calculate

∇∂r
X = (∂rλ) f∂r + (∂rµ)Z + µ∇∂r

Z

= (∂rλ) f∂r + (∂rµ)Z + µ∇Z∂r

= (∂rλ) f∂r + (∂rµ)Z + µ
∂rϕ

ϕ
Z

= (∂rλ) f∂r +
(

∂rµ +
∂rϕ

ϕ
µ

)
Z.

This shows that

λ ≡ α ∈ R,

µ = β
1
ϕ

, β ∈ R.

After adjusting f and Z any parallel field can then be written as: X = f∂r + 1
ϕZ.

Thus Jacobi fields are only parallel when ϕ is constant. We can now also solve the
more general second order Jacobi equation. We assume again that

J = λ (r) f∂r + µ (r) Z

and get

∂2
rϕ

ϕ
µZ = −R (J, ∂r) ∂r

= ∇∂r
∇∂r

J

= ∇∂r

(
(∂rλ) f∂r +

(
∂rµ +

∂rϕ

ϕ
µ

)
Z

)
=

(
∂2

rλ
)
f∂r +

(
∂2

rµ + ∂r

(
∂rϕ

ϕ
µ

))
Z +

(
∂rµ +

∂rϕ

ϕ
µ

)
∂rϕ

ϕ
Z

=
(
∂2

rλ
)
f∂r +

(
∂2

rµ + 2
∂rϕ

ϕ
∂rµ +

∂2
rϕ

ϕ
µ

)
Z

Thus

λ = α + βr, α, β ∈ R,

µ = γ

∫
1
ϕ2

dr + δ, γ, δ ∈ R.

After adjusting f and Z we see that all such fields must be of the form:

J = (f0 + rf1) ∂r + Z0 +
(∫

1
ϕ2

dr

)
Z1,

f0, f1 : Sn−1 → R,

Z0, Z1 : Sn−1 → TSn−1.

To be even more specific we can let n = 2 and ∂θ be the angular vector field
on S1:

• If ϕ (r) = r, then the metric is just the Euclidean metric on R2. The
generalized Jacobi fields look like

(f0 + rf1) ∂r +
(

h0 +
1
r
h1

)
∂θ,

f0, f1, h0, h1 : S1 → R.
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• If ϕ (r) = 1, then the metric is a flat cylinder and the generalized Jacobi
fields look like

(f0 + rf1) ∂r + (h0 + rh1) ∂θ,

f0, f1, h0, h1 : S1 → R.

We shall now compute the other curvatures on

(
I × Sn−1, dr2 + ϕ2(r)ds2

n−1

)
coming from the tangential and mixed curvature equations

g (R(X,Y )V,W ) = gr (Rr(X,Y )V,W )− II(Y, V )II (X,W ) + II(X,V )II (Y,W ) ,

g (R(X,Y )Z, ∂r) = − (∇XII) (Y,Z) + (∇Y II) (X,Z) .

Using that gr is the metric of curvature 1
ϕ2 on the sphere, we get

gr (Rr (X,Y ) V,W ) =
1
ϕ2

gr(X ∧ Y,W ∧ V ).

Combining this with II = Hessr we obtain

g (R(X,Y )V,W ) =
1− (∂rϕ)2

ϕ2
gr(X ∧ Y,W ∧ V ).

Finally we note that the mixed curvature vanishes as ∂rϕ
ϕ depends only on r :

∇XII = ∇X

(
∂rϕ

ϕ
gr

)
= DX

(
∂rϕ

ϕ

)
gr +

∂rϕ

ϕ
∇Xgr

= 0.

From this we can conclude

R(X ∧ ∂r) = −∂2
rϕ

ϕ
X ∧ ∂r = − ϕ̈

ϕ
X ∧ ∂r,

R(X ∧ Y ) =
1− (∂rϕ)2

ϕ2
X ∧ Y =

1− ϕ̇2

ϕ2
X ∧ Y

In particular, we have diagonalized R. Hence all sectional curvatures lie between
the two values − ϕ̈

ϕ and 1−ϕ̇2

ϕ2 . Furthermore, if we select an orthonormal basis Ei
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where E1 = ∂r, then the Ricci tensor and scalar curvature are

Ric (X) =
n∑

i=1

R (X,Ei) Ei

=
n−1∑
i=1

R (X,Ei) Ei + R (X, ∂r) ∂r

=
(

(n− 2)
1− ϕ̇2

ϕ2
− ϕ̈

ϕ

)
X

Ric (∂r) = − (n− 1)
ϕ̈

ϕ
∂r

scal = −(n− 1)
ϕ̈

ϕ
+ (n− 1)

(
(n− 2)

1− ϕ̇2

ϕ2
− ϕ̈

ϕ

)
= −2(n− 1)

ϕ̈

ϕ
+ (n− 1)(n− 2)

1− ϕ̇2

ϕ2

Notice that when n = 2, we have sec = − ϕ̈
ϕ , because there are no tangential

curvatures. This makes for quite a difference between 2- and higher-dimensional
rotationally symmetric metrics.
Constant curvature: First, we should compute the curvature of:

dr2 + sn2
k(r)ds2

n−1 on Sn
k .

Since ϕ = snk solves ϕ̈+kϕ = 0 we see that sec(X, ∂r) = k. To compute sec(X,Y ) =
1−ϕ̇2

ϕ2 , just recall that snk(r) = 1√
k

sin
(√

kr
)

(even when k < 0), so

ϕ̇ = cos(
√

k r),

1− ϕ̇2 = sin2(
√

k r) = kϕ2.

Thus, all sectional curvatures are equal to k, just as promised.
Next let us see if we can find any interesting Ricci flat or scalar flat examples.

Ricci flat metrics: A Ricci flat metric must satisfy

ϕ̈

ϕ
= 0,

(n− 2)
1− ϕ̇2

ϕ2
− ϕ̈

ϕ
= 0.

Hence, if n > 2, we must have ϕ̈ ≡ 0 and ϕ̇2 ≡ 1. Thus, ϕ (r) = a ± r. In case
n = 2 we only need ϕ̈ = 0. In any case, the only Ricci flat rotationally symmetric
metrics are, in fact, flat.
Scalar flat metrics: To find scalar flat metrics we need to solve

2(n− 1)
[
− ϕ̈

ϕ
+

n− 2
2

· 1− ϕ̇2

ϕ2

]
= 0

when n ≥ 3. We rewrite this equation as

−ϕϕ̈ +
n− 2

2
(1− ϕ̇2) = 0.
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This is an autonomous second-order equation. The change of variables

ϕ̇ = G(ϕ),
ϕ̈ = G′ϕ̇ = G′G

will yield a first-order equation:

−ϕG′G +
n− 2

2
(1−G2) = 0.

Using separation of variables, we see that G and ϕ are related by

ϕ̇2 = G2 = 1 + Cϕ2−n,

which after differentiation becomes:

2ϕ̈ϕ̇ = (2− n)Cϕ1−nϕ̇.

To analyze the solutions to this equation that are positive and therefore yield Rie-
mannian metrics, we need to study the cases C > 0, C = 0, C < 0 separately. But
first, notice that if C �= 0, then we cannot have that ϕ(a) = 0, as this would imply
ϕ̈(a) = ∞.

C = 0: In this case, we have ϕ̈ ≡ 0 and ϕ̇2(0) = 1. Thus, ϕ = a + r is the only
solution and the metric is the standard Euclidean metric.

C > 0: First, observe that from the equation

2ϕ̈ = (2− n)Cϕ1−n

we get that ϕ is concave. Thus, if ϕ is extended to its maximal interval, it must
cross the “x-axis,” but as pointed out above this means that ϕ̈ becomes undefined,
and therefore we don’t get any metrics this way.

C < 0: This time the solution is convex and doesn’t have to cross the “x-axis”
as before. Thus we can assume that it is positive wherever defined. We claim that
ϕ must exist for all time. Otherwise, we could find a ∈ R where ϕ (t) → ∞ as
t → a from the left or right. But then ϕ̇2 (t) → 0, which is clearly impossible.
Next, observe that ϕ → ∞ as t → ±∞ as ϕ̇2 (t) doesn’t converge to 0. Finally,
we can conclude that ϕ must have a unique positive minimum. Using translational
invariance of the solutions, we can assume that this minimum is achieved at t = 0.

So assume that ϕ(0) = α > 0 and in addition ϕ̇(0) = 0. We get the relation

0 = ϕ̇2(0) = 1 + C · α2−n,

which tells us that C = −αn−2. Let ϕα(r) denote this solution. Thus, we have a
scalar flat rotationally symmetric metric on R×Sn−1. Notice that ϕα is also even,
and so (r, x) → (−r,−x) is an isometry on(

R× Sn−1, dr2 + ϕ2
α(r)ds2

n−1

)
.

We therefore get a Riemannian covering map

R× Sn−1 → τ(RPn−1)

and a scalar flat metric on τ(RPn−1), the tautological line bundle over RPn−1.
One can prove that ϕα(r) ≥ |r| for all r ∈ R and that ϕα(r) · |r|−1 → 1 as r →∞.
Thus

ϕ̇2 = 1− αn−2ϕ2−n � 1− αn−2|r|2−n,

2ϕ̈ � (n− 2)αn−2|r|1−n
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Figure 3.1

as r → ∞. This means, in particular, that all sectional curvatures are � |r|−n as
r →∞. The rotationally symmetric metric dr2 + ϕ2

α(r)ds2
n−1 therefore looks very

much like dr2 +r2ds2
n−1 at ∞. Figure 3.1 is a picture of the warping function when

α = 1 and n = 3.
We shall in chapter 5 be able to show that R × Sn−1, n ≥ 3, does not admit

a (complete) constant curvature metric. Later in chapter 9, we will see that if
R× Sn−1 has Ric ≡ 0, then Sn−1 also has a metric with Ric ≡ 0. When n = 3 or
4 this means that S2 and S3 have flat metrics, and we shall see in chapter 5 that
this is not possible. Thus we have found a manifold with a nice scalar flat metric
that does not carry any Ricci flat or constant curvature metrics.

2.4. Doubly Warped Products. We wish to compute the curvatures on(
I × Sp × Sq, dr2 + ϕ2(r)ds2

p + ψ2(r)ds2
q

)
.

This time the Hessian looks like

Hessr = (∂rϕ) ϕds2
p + (∂rψ) ψds2

q.

and we see as in the rotationally symmetric case that

∇XII = 0.

Thus the mixed curvatures vanish. Let X,Y be tangent to Sp and V,W tangent to
Sq. Using our curvature calculations from the rotationally symmetric case and the
product sphere case we obtain

R (∂r ∧X) = − ϕ̈

ϕ
∂r ∧X,

R (∂r ∧ V ) = − ψ̈

ψ
∂r ∧ V,

R (X ∧ Y ) =
1− ϕ̇2

ϕ2
X ∧ Y,

R (U ∧ V ) =
1− ψ̇

2

ψ2 U ∧ V,

R (X ∧ V ) = − ϕ̇ψ̇

ϕψ
X ∧ V.
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From this we can see that all sectional curvatures are convex linear combinations
of

−ϕ̈

ϕ
,
−ψ̈

ψ
,
1− ϕ̇2

ϕ2
,
1− ψ̇

2

ψ2 ,
−ϕ̇ψ̇

ϕψ
.

Moreover,

Ric(∂r) =

(
−p

ϕ̈

ϕ
− q

ψ̈

ψ

)
∂r,

Ric(X) =

(
−ϕ̈

ϕ
+ (p− 1)

1− ϕ̇2

ϕ2
− q · ϕ̇ψ̇

ϕψ

)
X,

Ric(V ) =

(
−ψ̈

ψ
+ (q − 1)

1− ψ̇
2

ψ2 − p · ϕ̇ψ̇

ϕψ

)
V.

2.5. The Schwarzschild Metric. We wish to find a Ricci flat metric on
R2 × S2, so let p = 1 and q = 2 in the above doubly warped product case. This
means we have to solve the following three equations simultaneously:

−ϕ̈

ϕ
− 2

ψ̈

ψ
= 0,

−ϕ̈

ϕ
− 2

ϕ̇ψ̇

ϕψ
= 0,

−ψ̈

ψ
+

1− ψ̇
2

ψ2 − ϕ̇ψ̇

ϕψ
= 0.

Subtracting the first two equations gives

ψ̈

ψ
=

ϕ̇ψ̇

ϕψ
.

This is equivalent to
(

ψ̇
ϕ

)
= α, for some constant α. Thus, ψ̇ = αϕ and ψ̈ = αϕ̇.

Inserting this into the three equations we get

− ϕ̈

ϕ
− 2

αϕ̇

ψ
= 0,

− ϕ̈

ϕ
− 2

αϕ̇

ψ
= 0,

−αϕ̇

ψ
+

1− α2ϕ2

ψ2 − αϕ̇

ψ
= 0,

ψ̇ = αϕ,

which reduces to

− ϕ̈

ϕ
− 2

αϕ̇

ψ
= 0,

1− α2ϕ2

ψ2 − 2
αϕ̇

ψ
= 0,

ψ̇ = αϕ,
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which implies

1− α2ϕ2

2αϕ̇
= ψ,

− ϕ̈

ϕ
− 4α2ϕ̇2

1− α2ϕ2
= 0,

ψ̇ = αϕ,

which implies

2ψψ̈ − (1− ψ̇
2
) = 0,

− ϕ̈

ϕ
− 4α2ϕ̇2

1− α2ϕ2
= 0,

ψ̇ = αϕ.

Now, ψ = r solves the first equation. This means that ϕ = 1
α , which also solves

the second equation. The metric, however, lives on S1 × R3 rather than R2 × S2,
and it is the standard flat metric on this space. To get more complicated solutions,
assume ψ̇

2
= G(ψ), 2ψ̈ = G′. Then the first equation becomes

ψG′ + G = 1,

so
G = 1 + Cψ−1, C ∈ R.

Translating back we get

ψ̇
2

= 1 + Cψ−1,

2ψ̈ = −Cψ−2,

ψ̇ = αϕ,

as the equation

− ϕ̈

ϕ
− 4α2ϕ̇2

1− α2ϕ2
= 0

is now redundant. Also, since we want a metric on R2 × S2, we may assume that
ϕ(0) = 0, ϕ̇(0) = 1, and ψ(0) = β > 0. This actually gives all the requirements
for a smooth metric. First, ψ is forced to be even if it solves the above equation.
Consequently, ϕ is odd. The constants α, β, and C are related through

0 = ψ̇
2
(0) = 1 + C · β−1,

so

C = −β,

2α = 2αϕ̇(0) = 2ψ̈(0) = −Cβ−2 = β−1.

For given β > 0, let the solutions be denoted by ϕβ and ψβ . Since ψβ(0) = β > 0
and ψ̈β = β

2 ψ−2
β , we have that ψβ is convex as long as it is positive. We can then

prove as in the scalar flat case that ψ is defined for all r and that ψ (r) ∼ |r| as
r → ±∞.
Thus, the metric looks like S1×R3 at infinity, where the metric on S1 is multiplied
by (2 · β)2. Therefore, the Schwarzschild metric is a Ricci flat metric on R2 × S2
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Figure 3.2

that at infinity looks approximately like the flat metric on S1 × R3. Both warping
functions are sketched below in the case where α = 1.

3. Hyperbolic Space

We have a pretty good picture of spheres and Euclidean space as models for
constant curvature spaces. We even know what the symmetry groups are. We
don’t have a similarly good picture for spaces of constant negative curvature. This
is partly because these metrics are not hypersurface metrics in Euclidean space.
There are, however, several different good models. To explain them we also need
to expand our general knowledge a little.

3.1. The Rotationally Symmetric Model. We define Hn to be the rota-
tionally symmetric metric dr2 +sinh2(r)ds2

n−1 on Rn of constant curvature −1. As
with all rotationally symmetric metrics, we see that O(n) acts by isometries in a
natural way. But it is not clear that Hn is homogeneous from this description as
the origin is singled out as being fixed by the O(n) action.

3.2. The Upper Half Plane Model. Let

M = {(x1, . . . , xn) ∈ Rn : xn > 0}
and let

g =
(

1
xn

)2 (
(dx1)2 + · · ·+ (dxn)2

)
.

Thus 1
xn dx1, . . . , 1

xn dxn is an orthonormal coframing on M . This can be used to
check that the curvature is ≡ −1. Another way is to notice that

g = dr2 + (e−r)2
(
(dx1)2 + · · ·+ (dxn−1)2

)
,

where r = log(xn), and then use the fundamental equations. In this case the
metric is on Rn = R× Rn−1. In particular, Iso

(
Rn−1

)
= Rn−1 � O(n− 1) acts by

isometries on M. There is no fixed point for the action and it acts transitively on
the hypersurfaces r = constant.

3.3. The Riemann Model. If (M, g) is a Riemannian manifold and ϕ is
positive on M , then we can get a new Riemannian manifold (M,ϕ2g). Such a
change in metric is called a conformal change, and ϕ2 is referred to as the conformal
factor . The upper half plane model is a conformal change of the Euclidean metric.
More generally we can ask when

ϕ2 · ((dx1)2 + · · ·+ (dxn)2)
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Figure 3.3

has constant curvature? Clearly, ϕ · dx1, . . . , ϕ · dxn is an orthonormal coframing,
and 1

ϕ∂1, . . . ,
1
ϕ∂n is an orthonormal framing. We can use the Koszul formula to

compute ∇∂i
∂j and hence the curvature tensor. This tedious task is done in [87,

vols. II and IV]. Using

ϕ =
(

1 +
k

4
r2

)−1

gives a metric of constant curvature k on Rn if k ≥ 0 and on B(0,−4k−1) if k < 0.

3.4. The Imaginary Unit Sphere Model. Our last model exhibits Hn as
a hypersurface in Minkowski space by analogy with Sn(1) ⊂ Rn+1. A discussion of
this model can also be found in chapter 8. Minkowski space is the physicists’ model
for space-time. Topologically, the space is Rn+1, but we use a semi-Riemannian
metric. If (x0, x1, . . . , xn) are Cartesian coordinates on R1,n, then we have the
indefinite metric:

g = −(dx0)2 + (dx1)2 + · · ·+ (dxn)2

In other words, the framing ∂0, ∂1, . . . , ∂n consists of orthogonal vectors where
|∂0|2 = −1 and |∂i|2 = 1, i = 1, . . . , n. The zeroth coordinate is singled out as hav-
ing imaginary norm, this is the physicists’ time variable. The distance “spheres”
in this space of radius i · r satisfy the equation

−(x0)2 + (x1)2 + · · ·+ (xn)2 = −r2.

A picture of this set in Minkowski 3-space is given in Figure 3.3.
With this in mind it seems reasonable to study the “distance” function

r(x) =
∣∣−(x0)2 + (x1)2 + · · ·+ (xn)2

∣∣1/2

=
(
(x0)2 − (x1)2 − · · · − (xn)2

)1/2

on the connected open set

U =
{
x ∈ Rn+1 : −(x0)2 + (x1)2 + · · ·+ (xn)2 < 0, x0 > 0

}
.

The level sets H(r) ⊂ U are diffeomorphic to Rn and look like hyperbolae of
revolution. Furthermore, if we restrict the Minkowski metric g to these level sets,
they induce Riemannian metrics on H(r). This is because

dr =
1
r
(x0dx0 − x1dx1 − · · · − xndxn),
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so any tangent vector v ∈ TH(r) satisfies

0 = dr (v) = (−x0v0 + x1v1 + · · ·+ xnvn) = g(x, v);

and therefore, for any such v,

g(v, v) = −(v0)2 + (v1)2 + · · ·+ (vn)2

= − (x1v1 + · · ·+ xnvn)2

(x0)2
+ (v1)2 + · · ·+ (vn)2

≥ −
(
(x1)2 + · · ·+ (xn)2

) (
(v1)2 + · · ·+ (vn)2

)
(x0)2

+ (v1)2 + · · ·+ (vn)2

=
(
−1 +

r2

(x0)2

)(
(v1)2 + · · ·+ (vn)2

)
+ (v1)2 + · · ·+ (vn)2

=
r2

(x0)2
(
(v1)2 + · · ·+ (vn)2

) ≥ 0.

This shows that g is positive definite on H (r) . Our claim is that H(r) with the
induced metric has constant curvature −r−2. There are several ways to check this.
One way is to observe that

(0,∞)× Sn−1 → R1,n

(t, x) → r(cosh(t), sinh(t) · x)

defines a Riemannian isometry from dt2 + r2 sinh2
(

t
r

)
ds2

n−1to H(r), if x ∈ Sn−1 ⊂
Rn is viewed as a vector in Rn. This also shows that at least two of our models
are equal. We could also compute gradients, etc., and use the tangential curvature
equation as we did for the sphere. In outline this works out as follows. The
Minkowski gradient ∇r = αi∂i must satisfy

g(∇r, v) = dr(v),

−α0v0 + α1v1 + · · ·+ αnvn =
1
r
(x0v0 − x1v1 − · · · − xnvn),

or equivalently, ∇r = gij∂i(r)∂j , so ∇r = −1
r xi∂i. This is clearly not the same as

the Euclidean gradient, but aside from the minus sign it corresponds exactly to the
gradient for the distance function in Rn+1 that has Sn(1) as level sets. Also,

g(∇r,∇r) =
1
r2

(−(x0)2 + (x1)2 + · · ·+ (xn)2
)

= −1,

so we are working with an (imaginary) distance function, which aside from the sign
should satisfy all of the fundamental equations we have already established. The
Minkowski connection on R1,n of course satisfies all of the same properties as the
Riemannian connection and can in particular be found using the Koszul formula.
But since g(∂i, ∂j) is always constant and [∂i, ∂j ] = 0, we see that∇∂i

∂j = 0. Hence,
we get just the standard Euclidean connection and therefore the curvature tensor
R = 0 as well. With all this information one can easily compute Hessr and check
using the tangential curvature equation that H(r) indeed has constant curvature
−r−2.

Finally, we should compute the isometry group Iso(H(r)). On R1,n the linear
isometries that preserve the Minkowski metric are denoted by

O(1, n) =
{
L : R1,n → R1,n : g(Lv,Lv) = g(v, v)

}
.
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One can, as in the case of the sphere, see that these are isometries on H(r) as
long as we they preserve the condition x0 > 0. The group of those isometries is
denoted O+ (1, n) . The isotropy group that preserves (r, 0, . . . , 0) can be identified
with O(n) (isometries we get from the metric being rotationally symmetric). One
can also easily check that O+(1, n) acts transitively on H(r).

With all this we now have a fairly complete picture of all the space forms
Sn

k , i.e., our models for constant curvature. We shall in chapter 5 prove that
in a suitable sense these are the only simply connected Riemannian manifolds of
constant curvature.

4. Metrics on Lie Groups

We are going to study some general features of left-invariant metrics and show
how things simplify in the bi-invariant situation. There are also two examples of
left-invariant metrics. The first represents H2, and the other is the Berger sphere.

4.1. Generalities on Left-Invariant Metrics. We construct a metric on a
Lie group G by fixing an Euclidean metric (, ) on TeG and then translating it to
TgM using left translation Lg (x) = gx. The metric is also denoted (X,Y ) on G so
as not to confuse it with elements g ∈ G. With this metric, Lg becomes an isometry
for all g since

(DLg) |h =
(
DLghh−1

) |h
= (D (Lgh ◦ Lh−1)) |h
= (DLgh) |e ◦ (DLh−1) |h
= (DLgh) |e ◦ ((DLh) |e)−1

and we have assumed that (DLgh) |e and (DLh) |e are isometries.
We know that left-invariant fields X, i.e., DLg (X|h) = X|gh are completely

determined by their value at the identity. We can therefore identify TeM with g,
the space of left-invariant fields. Note that g is in a natural way a vector space as
addition of left-invariant fields is left-invariant. It is also a Lie algebra as the vector
field Lie bracket of two such fields is again left-invariant. In the appendix we show
that on matrix groups the Lie bracket is simply the commutator of the matrices in
TeM representing the vector fields.

If X ∈ g, then the integral curve through e ∈ G is denoted by exp (tX) . In
case of a matrix group the standard matrix exponential etX is in fact the integral
curve since

d

dt
|t=t0

(
etX

)
=

d

dt
|s=0

(
e(t0+s)X

)
=

d

dt
|s=0

(
et0XesX

)
=

d

dt
|s=0

(
Let0X esX

)
= D (Let0X )

(
d

dt
|s=0e

sX

)
= D (Let0X ) (X|I)
= X|et0X .
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The key property for t → exp (tX) to be the integral curve for X is similarly that
the derivative at t = 0 is X|e and that t → exp (tX) is a homomorphism

exp ((t + s) X) = exp (tX) exp (sX) .

The entire flow for X can now be written as follows

F t (x) = x exp (tX) = Lx exp (tX) = Rexp(sX) (x) .

The curious thing is that the flow maps F t : G → G don’t act by isometries unless
the metric is also invariant under right-translations, i.e., the metric is bi-invariant.
In particular, the elements of g are not in general Killing fields.

We can give a fairly reasonable way of checking that a left-invariant metric is
also bi-invariant. The inner automorphism x → gxg−1 is usually denoted Adg (x) =
gxg−1 on Lie groups and is called the adjoint action of G on G. The differential of
this action at e ∈ G is a linear map Adg : g → g denoted by the same symbol, and
called the adjoint action of G on g. It is in fact a Lie algebra isomorphism. These
two adjoint actions are related by

Adg (exp (tX)) = exp (tAdg (X)) .

This is quite simple to prove. It only suffices to check that t → Adg (exp (tX))
is a homomorphism with differential Adg (X) at t = 0. The latter follows from
the definition of the differential of a map and the former by noting that it is the
composition of two homomorphisms x → Adg (x) and t → exp (tX) . We can now
give our criterion for bi-invariance.

Proposition 11. A left-invariant metric is bi-invariant if and only if the ad-
joint action on the Lie algebra is by isometries.

Proof. In case the metric is bi-invariant we know that both Lg and Rg−1 act
by isometries. Thus also Adg = Lg ◦ Rg−1 acts by isometries. The differential is
therefore a linear isometry on the Lie algebra.

Now assume that Adg : g → g is always an isometry. Using that

(DRg) |h = (DRhg) |e ◦ ((DRh) |e)−1

it clearly suffices to prove that (DRg) |e is always an isometry. This follows from

Rg = Lg ◦Adg−1 ,

(DRg) |e = D (Lg) |e ◦Adg−1 .

�

In the next two subsections we shall see how this can be used to check whether
metrics are bi-invariant in some specific matrix group examples.

Before giving examples of how to compute the connection and curvatures for
left-invariant metrics we present the general and simpler situation of bi-invariant
metrics.



4. METRICS ON LIE GROUPS 79

Proposition 12. Let G be a Lie group with a bi-invariant metric (, ). If
X,Y, Z,W ∈ g, then

∇Y X =
1
2

[Y,X] ,

R (X,Y ) Z = −1
4

[[X,Y ] , Z] ,

R (X,Y, Z,W ) =
1
4

([X,Y ] , [W,Z]) .

In particular, the sectional curvature is always nonnegative.

Proof. We first need to construct the adjoint action adX : g → g of the Lie
algebra on the Lie algebra. If we think of the adjoint action of the Lie group on
the Lie algebra as a homomorphism Ad : G → Aut (g) , then ad : g → End (g)
is simply the differential ad = D (Ad) |e. In the section on Lie derivatives in the
appendix is it shown that adX (Y ) = [X,Y ] . The bi-invariance of the metric shows
that the image Ad (G) ⊂ O (g) lies in the group of orthogonal linear maps on g.
This immediately shows that the image of ad lies in the set of skew-adjoint maps
since

0 =
d

dt
(Y,Z) |t=0

=
d

dt

(
Adexp(tX) (Y ) ,Adexp(tX) (Z)

) |t=0

= (adXY,Z) + (Y, adXY ) .

Keeping this skew-symmetry in mind we can use the Koszul formula on X,Y, Z ∈
g to see that

2 (∇Y X,Z) = DX (Y,Z) + DY (Z,X)−DZ (X,Y )
− ([X,Y ] , Z)− ([Y,Z] , X) + ([Z,X] , Y )

= − ([X,Y ] , Z)− ([Y,Z] , X) + ([Z,X] , Y )
= − ([X,Y ] , Z) + ([Y,X] , Z) + ([X,Y ] , Z)
= ([Y,X] , Z) .

As for the curvature we then have

R (X,Y ) Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z

=
1
2
∇X [Y,Z]− 1

2
∇Y [X,Z]− 1

2
[[X,Y ] , Z]

=
1
4

[X, [Y,Z]]− 1
4

[Y, [X,Z]]− 1
2

[[X,Y ] , Z]

=
1
4

[X, [Y,Z]] +
1
4

[Y, [Z,X]] +
1
4

[Z, [X,Y ]]− 1
4

[[X,Y ] , Z]

= −1
4

[[X,Y ] , Z] ,
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and finally

(R (X,Y ) Z,W ) = −1
4

([[X,Y ] , Z] ,W )

=
1
4

([Z, [X,Y ]] ,W )

= −1
4

([Z,W ] , [X,Y ])

=
1
4

([X,Y ] , [W,Z]) .

�

We note that Lie groups with bi-invariant metrics always have non-negative
sectional curvature and with a little more work that the curvature operator is also
non-negative.

4.2. Hyperbolic Space as a Lie Group. Let G be the 2-dimensional Lie
group

G =
{[

α β
0 1

]
: α > 0, β ∈ R

}
.

Notice that the first row can be identified with the upper half plane. The Lie
algebra of G is

g =
{[

a b
0 0

]
: a, b ∈ R

}
.

If we define

X =
[

1 0
0 0

]
, Y =

[
0 1
0 0

]
,

then
[X,Y ] = XY − Y X = Y.

Now declare {X,Y } to be an orthonormal frame on G. Then use the Koszul formula
to compute

∇XX = 0, ∇Y Y = X, ∇XY = 0, ∇Y X = ∇XY − [X,Y ] = −Y.

Hence,

R (X,Y ) Y = ∇X∇Y Y −∇Y∇XY −∇[X,Y ]Y = ∇XX − 0−∇Y Y = −X,

which implies that G has constant curvature −1.
We can also compute Adg:

Ad⎡⎣ α β
0 1

⎤⎦
[

a b
0 0

]
=

[
α β
0 1

] [
a b
0 0

] [
α β
0 1

]−1

=
[

a −aβ + bα
0 0

]
= aX + (−aβ + bα) Y

The orthonormal basis [
1 0
0 0

]
,

[
0 1
0 0

]
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is therefore mapped to the basis[
1 −β
0 0

]
,

[
0 α
0 0

]
.

This, however, is not an orthonormal basis unless β = 0 and α = 1. The metric is
therefore not bi-invariant, nor are the left-invariant fields Killing fields.

This example can be generalized to higher dimensions. Thus, the upper half
plane is in a natural way a Lie group with a left invariant metric of constant
curvature −1. This is in sharp contrast to the spheres, where only S3 = SU(2) and
S1 = SO (2) are Lie groups.

4.3. Berger Spheres. On SU(2) we have the left-invariant metric where
λ−1

1 X1, λ−1
2 X2, λ−1

3 X3 is an orthonormal frame and [Xi, Xi+1] = 2Xi+2 (indices
are mod 3), as mentioned in chapter 1. The Koszul formula is:

2 (∇Xi
Xj , Xk) = ([Xi, Xj ] , Xk) + ([Xk, Xi] , Xj)− ([Xj , Xk] , Xi) .

From this we can quickly see that like with a bi-invariant metric we have:

∇Xi
Xi = 0.

We can also see that

∇Xi
Xi+1 =

(
λ2

i+2 + λ2
i+1 − λ2

i

λ2
i+2

)
Xi+2,

∇Xi+1Xi = [Xi+1, Xi] +∇Xi
Xi+1

=

(
−λ2

i+2 + λ2
i+1 − λ2

i

λ2
i+2

)
Xi+2

This shows that

R(Xi, Xi+1)Xi+2 = ∇Xi
∇Xi+1Xi+2

−∇Xi+1∇Xi
Xi+2 −∇[Xi,Xi+1]Xi+2

= 0− 0− 0.

Thus all curvatures between three distinct vectors vanish.
The special case of the Berger spheres occurs when λ1 = ε < 1, λ2 = λ3 = 1.

In this case

∇X1X2 =
(
2− ε2

)
X3, ∇X2X1 = −ε2X3

∇X2X3 = X1, ∇X3X2 = −X1,

∇X3X1 = ε2X2, ∇X1X3 =
(
ε2 − 2

)
X2.

and

R (X1, X2) X2 = ε2X1,

R (X3, X1) X1 = ε4X3,

R (X2, X3) X3 =
(
4− 3ε2

)
X2

R (X1 ∧X2) = ε2X1 ∧X2,

R (X3 ∧X1) = ε2X3 ∧X1,

R (X2 ∧X3) =
(
4− 3ε2

)
X2 ∧X3
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Thus all sectional curvatures must lie in the interval
[
ε2, 4− 3ε2

]
. Note that

as ε → 0 the sectional curvature sec (X2, X3) → 4, which is the curvature of the
base space S2

(
1
2

)
in the Hopf fibration.

We should also consider the adjoint action in this case. The standard orthogonal
basis X1, X2, X3 is mapped to

Ad⎡⎣ z w
−w̄ z̄

⎤⎦X1 =
(
|z|2 − |w|2

)
X1 − 2 Re (wz) X2 − 2 Im (wz) X3,

Ad⎡⎣ z w
−w̄ z̄

⎤⎦X2 = 2i Im (zw̄) X1 + Re
(
w2 + z2

)
X2 + Im

(
w2 + z2

)
X3,

Ad⎡⎣ z w
−w̄ z̄

⎤⎦X3 = 2Re (zw̄) X1 + Re
(
iz2 − iw2

)
X2 + Im

(
iz2 − iw2

)
X3,

If the three vectors X1, X2, X3 have the same length, then we see that the adjoint
action is by isometries, otherwise it is not.

5. Riemannian Submersions

In this section we shall develop some formulas for curvatures that relate to Rie-
mannian submersions. The situation is quite similar to that of distance functions,
which as we know are Riemannian submersions. In this case, however, we shall
try to determine the curvature of the base space from information about the total
space. Thus the situation is actually dual to what we have studied so far.

5.1. Riemannian Submersions and Curvatures. Throughout this section
let F : (M, ḡ) → (N, g) be a Riemannian submersion. Like with the metrics we
shall use the notation p̄ and p as well as X̄ and X for points and vector fields
that are F -related, i.e., F (p̄) = p and DF

(
X̄

)
= X. The vertical distribution

consists of the tangent spaces to the preimages F−1 (p) and is therefore given by
Vp̄ = kerDFp̄ ⊂ Tp̄M. The horizontal distribution is the orthogonal complement
Hp̄ = (Vp̄)

⊥ ⊂ Tp̄M. The fact that F is a Riemannian submersion means that
DF : Hp̄ → TpN is an isometry for all p̄ ∈ M. Given a vector field X on N we can
always find a unique horizontal vector field X̄ on M that is F related to X. We
say that X̄ is a basic horizontal lift of X. Any vector in M can be decomposed into
horizontal and vertical parts: v = vV + vH.

The next proposition gives some important properties for relationships between
vertical and basic horizontal vector fields.

Proposition 13. Let V be a vertical vector field on M and X,Y, Z vector
fields on N with basic horizontal lifts X̄, Ȳ , Z̄.

(1)
[
V, X̄

]
is vertical,

(2) (LV ḡ)
(
X̄, Ȳ

)
= DV ḡ

(
X̄, Ȳ

)
= 0,

(3) ḡ
([

X̄, Ȳ
]
, V

)
= 2ḡ

(∇X̄ Ȳ , V
)

= −2ḡ
(∇V X̄, Ȳ

)
= 2ḡ

(∇Ȳ V, X̄
)
,

(4) ∇X̄ Ȳ = ∇XY + 1
2

[
X̄, Ȳ

]V
.

Proof. (1): X̄ is F related to X and V is F related to the zero vector field
on N. Thus

DF
([

X̄, V
])

=
[
DF

(
X̄

)
, DF (V )

]
= [X, 0] = 0.
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(2): We use (1) to see that

(LV ḡ)
(
X̄, Ȳ

)
= DV ḡ

(
X̄, Ȳ

)− ḡ
([

V, X̄
]
, Ȳ

)− ḡ
(
X̄,

[
V, Ȳ

])
= DV ḡ

(
X̄, Ȳ

)
.

Next we use that F is a Riemannian submersion to conclude that ḡ
(
X̄, Ȳ

)
=

g (X,Y ) . But this implies that the inner product is constant in the direction of the
vertical distribution.

(3): Using (1) and (2) the Koszul formula in all cases reduce to

2ḡ
(∇X̄ Ȳ , V

)
= ḡ

([
X̄, Ȳ

]
, V

)
,

2ḡ
(∇V X̄, Ȳ

)
= −ḡ

([
X̄, Ȳ

]
, V

)
,

2ḡ
(∇Ȳ V, X̄

)
= ḡ

([
X̄, Ȳ

]
, V

)
.

This proves the claims.
(4) We have just seen in (3) that 1

2

[
X̄, Ȳ

]V is the vertical component of ∇X̄ Ȳ .

We know that ∇XY is horizontal so it only remains to be seen that it is the
horizontal component of ∇X̄ Ȳ . The Koszul formula together with F relatedness of
the fields and the fact that inner products are the same in M and N show that

2ḡ
(∇X̄ Ȳ , Z̄

)
= 2g (∇XY,Z)

= 2ḡ
(∇XY , Z̄

)
.

�

Note that the map that takes horizontal vector fields X,Y on M to [X,Y ]V

measures the extent to which the horizontal distribution is integrable in the sense
of Frobenius. It is in fact tensorial as well as skew-symmetric since

[X, fY ]V = f [X,Y ]V + (DXf) Y V = f [X,Y ]V .

Therefore, it defines a map H×H → V called the integrability tensor.

Example 25. In the case of the Hopf map S3 (1) → S2
(

1
2

)
we have that X1 is

vertical and X2, X3 are horizontal. However, X2, X3 are not basic. Still, we know
that [X2, X3] = 2X1 so the horizontal distribution cannot be integrable.

We are now ready to give a formula for the curvature tensor on N in terms of
the curvature tensor on M and the integrability tensor.

Theorem 5. ( B. O’Neill and A. Grey) Let R be the curvature tensor on N and
R̄ the curvature tensor on M, then

g (R (X,Y ) Y,X) = ḡ
(
R̄

(
X̄, Ȳ

)
Ȳ , X̄

)
+

3
4

∣∣∣[X̄, Ȳ
]V ∣∣∣2 .

Proof. The proof is a direct calculation using the above properties. We cal-
culate the full curvature tensor so let X,Y, Z,H be vector fields on M with zero
Lie brackets. This forces the corresponding Lie brackets

[
X̄, Ȳ

]
, etc. in M to be
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vertical.

ḡ
(
R̄

(
X̄, Ȳ

)
Z̄, H̄

)
= ḡ

(
∇X̄∇Ȳ Z̄ −∇Ȳ∇X̄ Z̄ −∇[X̄,Ȳ ]Z̄, H̄

)
= ḡ

(
∇X̄

(
∇Y Z +

1
2
[
Ȳ , Z̄

])
, H̄

)
−ḡ

(
∇Ȳ

(
∇XZ +

1
2
[
X̄, Z̄

])
, H̄

)
+ḡ

([
Z̄, H̄

]
,
[
X̄, Ȳ

])
= ḡ

(
∇X∇Y Z +

1
2
[
X̄,∇Y Z

]V
+

1
2
∇X̄

[
Ȳ , Z̄

]
, H̄

)
−ḡ

(
∇Y∇XZ +

1
2
[
Ȳ ,∇XZ

]V
+

1
2
∇Ȳ

[
X̄, Z̄

]
, H̄

)
−1

2
ḡ
([

X̄, Ȳ
]
,
[
H̄, Z̄

])
= g (R (X,Y ) Z,H)

−1
2
ḡ
([

Ȳ , Z̄
]
,∇X̄H̄

)
+

1
2
ḡ
([

X̄, Z̄
]
,∇Ȳ H̄

)
−1

2
ḡ
([

X̄, Ȳ
]
,
[
H̄, Z̄

])
= g (R (X,Y ) Z,H)

−1
4
ḡ
([

Ȳ , Z̄
]
,
[
X̄, H̄

])
+

1
4
ḡ
([

X̄, Z̄
]
,
[
Ȳ , H̄

])
−1

2
ḡ
([

X̄, Ȳ
]
,
[
H̄, Z̄

])
Letting X = H and Y = Z we get the above formula. �

More generally, one can find formulae for R̄ where the variables are various
combinations of basic horizontal and vertical fields.

5.2. Riemannian Submersions and Lie Groups. One can find many ex-
amples of manifolds with nonnegative or positive curvature using the previous the-
orem. In this section we shall explain the terminology in the general setting. The
types of examples often come about by having (M, ḡ) with a free compact group
action G by isometries and using N = M/G. Examples are:

CPn = S2n+1/S1,

TSn = (SO (n + 1)× Rn) /SO (n) ,

N = SU (3) /T 2.

The complex projective space will be studied further in the next subsection.
The most important general example of a Riemannian submersion comes about

by having an isometric group action by G on M such that the quotient space is
a manifold N = M/G. Such a submersion is also called fiber homogeneous as the
group acts transitively on the fibers of the submersion. In this case we have a
natural map F : M → N that takes orbits to point, i.e., p = {x · p̄ : x ∈ G} for
p̄ ∈ M . The vertical space Vp̄ then consists of the vectors that are tangent to the
action. These directions can be found using the Killing fields generated by G.If
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X ∈ g = TeG, then we get a vector X|p̄ ∈ Tp̄M by the formula

X|p̄ =
d

dt
(exp (tX) · p̄) |t=0,

This means that the flow for X on M is defined by F t (p̄) = exp (tX) · p̄. As the
map p̄ → x · p̄ is assumed to be an isometry for all x ∈ G we get that the flow
acts by isometries. This means that X is a Killing field. The next observation is
that the action preserves the vertical distribution, i.e., Dx (Vp̄) = Vx·p̄. Using the
Killing fields this follows from

Dx (X|p̄) = Dx

(
d

dt
(exp (tX) · p̄) |t=0

)
=

d

dt
(x · (exp (tX) · p̄)) |t=0

=
d

dt

((
x exp (tX) x−1

) · x · p̄) |t=0

= ((Adx (exp (tX))) · x · p̄) |t=0

=
d

dt
((exp (tAdxX)) · x · p̄) |t=0

= (Adx (X)) |x·p̄.
Thus Dx (X|p̄) comes from first conjugating X via the adjoint action in TeG and
then evaluating it at x · p̄. Since (Adx (X)) |x·p̄ ∈ Vx·p̄ we get that Dx maps the
vertical spaces to vertical spaces. However, it doesn’t preserve the Killing fields in
the way one might have hoped for. As Dx is a linear isometry it also preserves
the orthogonal complements. These complements are our horizontal spaces Hp̄ =
(Vp̄)

⊥ ⊂ Tp̄M. We know that DF : Hp̄ → TpN is an isomorphism. We have also
seen that all of the spaces Hx·p̄ are isometric to Hp̄ via Dx. We can therefore define
the Riemannian metric on TpN using the isomorphism DF : Hp̄ → TpN. This
means that F : M → N defines a Riemannian submersion.

In the above discussion we did not discuss what conditions to put on the action
of G on M in order to ensure that the quotient becomes a nice manifold. If G is
compact and acts freely, then this will happen. In the next subsection we consider
the special case of complex projective spaces as a quotient of a sphere. There is also
a general way of getting new metrics on M it self from having a general isometric
group action. This will be considered in the last subsection.

5.3. Complex Projective Space. Recall that CPn = S2n+1/S1, where S1

acts by complex scalar multiplication on S2n+1 ⊂ Cn+1. If we write the metric

ds2
2n+1 = dr2 + sin2(r)ds2

2n−1 + cos2(r)dθ2,

then we can think of the S1 action on S2n+1 as acting separately on S2n−1 and S1.
Then

CPn =
[
0,

π

2

]
× ((

S2n−1 × S1
)
/S1

)
,

and the metric can be written as

dr2 + sin2(r)
(
g + cos2(r)h

)
.

If we restrict our attention to the case where n = 2 the metric can be written as

dr2 + sin2(r)
(
cos2(r)(σ1)2 + (σ2)2 + (σ3)2

)
.
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This is a bit different from the warped product metrics we have seen so far. It is
certainly still possible to apply the general techniques of distance functions to com-
pute the curvature tensor, however, we shall instead use the Riemannian submersion
apparatus that was developed in the previous section. We shall also consider the
general case rather than n = 2.

The O’Neill formula from the previous section immediately shows that CPn has
sectional curvature ≥ 1. Let V be the unit vector field on S2n+1 that is tangent to
the S1 action. Then

√−1V is the unit inward pointing normal vector to S2n+1 ⊂
Cn+1. This shows that the horizontal distribution, which is orthogonal to V, is
invariant under multiplication by

√−1. This corresponds to the fact that CPn

has a complex structure. It also tells us what the integrability tensor for this
submersion is. If we let X̄, Ȳ be basic horizontal vector fields and denote the
canonical Euclidean metric on Cn+1 by ḡ, then

ḡ

(
1
2
[
X̄, Ȳ

]
, V

)
= ḡ

(
∇S2n+1

X̄ Ȳ , V
)

= ḡ
(
∇Cn+1

X̄ Ȳ , V
)

= −ḡ
(
Ȳ ,∇Cn+1

X̄ V
)

= ḡ
(
Ȳ ,
√−1∇Cn+1

X̄

√−1V
)

= ḡ
(
Ȳ ,
√−1X̄

)
.

Thus
1
2
[
X̄, Ȳ

]V = ḡ
(
Ȳ ,
√−1X̄

)
V.

If we let X,Y be orthonormal on CPn, then the horizontal lifts X̄, Ȳ are also
orthonormal so

sec (X,Y ) = 1 +
3
4

∣∣∣[X̄, Ȳ
]V ∣∣∣2

= 1 + 3
∣∣ḡ (

Ȳ ,
√−1X̄

)∣∣2
≤ 4,

with equality precisely when Ȳ = ±√−1X̄.
The proof of the O’Neill formula in fact gave us a formula for the full curvature

tensor. One can use that formula on an orthonormal set of vectors of the form
X,

√−1X, Y,
√−1Y to see that the curvature operator is not diagonalized on a

decomposable basis of the form Ei ∧ Ej as was the case in the previous examples.
In fact it is diagonalized by expressions of the form

X ∧√−1X ± Y ∧√−1Y,

X ∧ Y ±√−1X ∧√−1Y,

X ∧√−1Y ± Y ∧√−1X

and has eigenvalues that lie in the interval [0, 6] .
We can also see that this metric on CPn is Einstein with Einstein constant

2n + 2. If we fix a unit vector X and an orthonormal basis for the complement
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E0, ..., E2n−2 so that the lifts satisfy
√−1X̄ = Ē0, then we get that

Ric (X,X) =
2n−2∑
i=0

sec (X,Ei)

= sec (X,E0) +
2n−2∑
i=1

sec (X,Ei)

= 1 + 3
∣∣ḡ (

Ē0,
√−1X̄

)∣∣2 +
2n−2∑
i=1

(
1 + 3

∣∣ḡ (
Ēi,

√−1X̄
)∣∣2)

= 1 + 3
∣∣ḡ (√−1X̄,

√−1X̄
)∣∣2 +

2n−2∑
i=1

(
1 + 3 |0|2

)
= 1 + 3 + 2n− 2
= 2n + 2.

5.4. Berger-Cheeger Perturbations. The constructions we do here where
first considered by Cheeger and where based on a slightly different construction by
Berger that is explained at the end.

Fix a Riemannian manifold (M, g) and a Lie group G with a left-invariant
metric (, ). If G acts by isometries on M, then it also acts by isometries on M ×G
if we use the product metric g+λ (, ) and λ > 0 is a positive scalar. As G acts freely
on itself it also acts freely on M ×G. The quotient (M ×G) /G is also denoted by
M×GG. Since G acts freely, the natural map M → M×G → M×GG is a bijection.
Thus the quotient is in a natural way a manifold diffeomorphic to M. The quotient
map Q : M ×G → M is given by Q (p, x) = x−1p.

As G acts by isometries when using any of the metrics g + λ (, ) we get a
submersion metric gλ on M = M ×G G. We wish to study this perturbed metric’s
relation to the original metric g. The tangent space TpM is naturally decomposed
into the vectors Vp that are tangent to the action and the orthogonal complement
Hp. Unlike the case where G acts freely on M this decomposition is not necessarily
a nicely defined distribution. It might happen that G fixes certain but not all points
in M. At points p that are fixed we see that Vp = {0} . At other point Vp �= {0} .
The nomenclature is, however, not inappropriate. If we select X ∈ TeG and let X
be the corresponding Killing field on M, then (X|p, X) ∈ TpM × TeG is a vertical
direction for this action at (p, e) ∈ M × G. Therefore, Vp is simply the vertical
component tangent to M. Vectors in Hp are thus also horizontal for the action on
M ×G. All the other horizontal vectors in TpM × TeG depend on the choice of λ

and have a component of the form
(
λ |X|2 X|p,− |X|p|2g X

)
. The image of such a

horizontal vector under Q : M ×G → M is given by

DQ
(
λ |X|2 X|p,− |X|p|2g X

)
= λ |X|2 DQ (X|p, 0)− |X|p|2g DQ (0, X)

= λ |X|2 DQ

(
d

dt
(exp (tX) · p) |t=0, 0

)
− |X|p|2g DQ

(
0,

d

dt
(exp (tX) · e) |t=0

)
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= λ |X|2 d

dt
(Q (exp (tX) · p, e)) |t=0

− |X|p|2g
d

dt
(Q (p, exp (tX) e)) |t=0

= λ |X|2 d

dt
(exp (tX) · p) |t=0

− |X|p|2g
d

dt
(exp (−tX) · p) |t=0

= λ |X|2 X|p + |X|p|2g X|p
=

(
λ |X|2 + |X|p|2g

)
X|p

The horizontal lift of X|p ∈ Vp is therefore given by

X|p =
λ |X|2

λ |X|2 + |X|p|2g
X|p −

|X|p|2g
λ |X|2 + |X|p|2g

X,

and its length in gλ is given by

|X|p|2gλ
=

(
λ |X|2

λ |X|2 + |X|p|2g

)2

|X|p|2g

+

( |X|p|2g
λ |X|2 + |X|p|2g

)2

λ |X|2

=
λ |X|2

λ |X|2 + |X|p|2g
|X|p|2g .

In particular,

0 ≤ |X|p|2gλ
≤ |X|p|2g ,

with limit 0 as λ → 0 and limit |X|p|2g as λ →∞. This means that the metric gλ is
gotten from g by squeezing the orbits of the action of G. The squeezing depends on
the point, however, according to this formula. The only case where the squeezing
is uniform is when the Killing fields generated by the action have constant length
on M. The Berger spheres are a special case of this. We have therefore found quite
a general context for the Berger spheres.

Using that we know how to compute horizontal lifts and that the metric on
M × G is a product metric it is possible to compute the curvature of gλ in terms
of the curvature of g, λ, the curvature of (, ) , and the integrability tensor. We will
consider two important special cases.

Case a) X,Y ∈ Hp. In this case the vectors are already horizontal for the action
on M × G. Thus we have that secgλ

(X,Y ) ≥ secg (X,Y ) . There is a correction
coming from the integrability tensor associated with the action on M × G that
possibly increases these curvatures.

Case b) We assume that X is horizontal and of unit length. We think of Y as
given by Y |p for Y ∈ TeG with the additional property that |Y |p|gλ

= 1. We can
in addition assume that X is extended in the Y direction so that their horizontal
lifts commute. This means that the integrability tensor term in the O’Neill formula
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vanishes. The sectional curvature then satisfies

secgλ
(X,Y ) = Rg+λ(,)

(
X, Y |p, Y |p, X

)
=

λ |Y |2
λ |Y |2 + 1

Rg (X,Y |p, Y |p, X) .

An important special case occurs when G = R and the action is generated
by a single Killing field X. In this case Berger originally gave a different way of
constructing gλ. This was also the construction he used for the Berger spheres. We
assume that X corresponds to the coordinate vector field ∂t on R. The idea is to
consider actions of R on M ×R generated by the Killing fields X +µ∂t. If F t is the
flow generated by X, then the flow of X + µ∂t is generated by (F t (p) , µt) . The
submersion map must then be given by

Q (p, t) = F−µ−1t (p) .

The horizontal field µX − |X|2 ∂t is mapped as follows

DQ
(
µX − |X|2 ∂t

)
= µ

d

dt
Q

(
F t (p) , 0

) |t=0 − |X|2 d

dt
Q (p, t) |t=0

= µ
d

dt
F t (p) |t=0 − |X|2 d

dt
F−µ−1t (p) |t=0

= µX + |X|2 µ−1X

=
(
µ + |X|2 µ−1

)
X.

The horizontal lift of X is therefore given by

X̄ =
µ

µ + |X|2 µ−1
X − |X|2

µ + |X|2 µ−1
∂t.

If we denote the new metric on M by gµ we see that

gµ (X,X) =
∣∣X̄∣∣2

gµ

=

(
µ

µ + |X|2g µ−1

)2

|X|2g +

(
|X|2g

µ + |X|2g µ−1

)2

=
µ2 + |X|2g(

µ + |X|2g µ−1
)2 |X|2g

=
µ |X|2g

µ + |X|2g µ−1

=
µ2 |X|2g

µ2 + |X|2g
.

This metric gµ is therefore the same as the metric gλ2 constructed above using
Cheeger’s method.
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6. Further Study

The book by O’Neill [73] gives an excellent account of Minkowski geometry and
also studies in detail the Schwarzschild metric in the setting of general relativity.
It appears to have been the first exact nontrivial solution to the vacuum Einstein
field equations. There is also a good introduction to locally symmetric spaces and
their properties. This book is probably the most comprehensive elementary text
and is good for a first encounter with most of the concepts in differential geometry.
The third edition of [41] also contains a good number of examples. Specifically
they have a lot of material on hyperbolic space. They also have a brief account of
the Schwarzschild metric in the setting of general relativity.

Another book, which contains more (actually almost all) advanced examples,
is [11]. This is also a tremendously good reference on Riemannian geometry in
general.

7. Exercises

(1) Show that the Schwarzschild metric doesn’t have parallel curvature tensor.
(2) Show that the Berger spheres (ε �= 1) do not have parallel curvature tensor.
(3) Show that CP 2 has parallel curvature tensor.
(4) The Heisenberg group with its Lie algebra is

G =

⎧⎨⎩
⎡⎣ 1 a c

0 1 b
0 0 1

⎤⎦ : a, b, c ∈ R

⎫⎬⎭ ,

g =

⎧⎨⎩
⎡⎣ 0 x z

0 0 y
0 0 0

⎤⎦ : a, b, c ∈ R

⎫⎬⎭ .

A basis for the Lie algebra is:

X =

⎡⎣ 0 1 0
0 0 0
0 0 0

⎤⎦ , Y =

⎡⎣ 0 0 0
0 0 1
0 0 0

⎤⎦ , Z =

⎡⎣ 0 0 1
0 0 0
0 0 0

⎤⎦ .

(a) Show that the only nonzero brackets are

[X,Y ] = − [Y,X] = Z.

Now introduce a left-invariant metric on G such that X,Y, Z form
an orthonormal frame.

(b) Show that the Ricci tensor has both negative and positive eigenvalues.
(c) Show that the scalar curvature is constant.
(d) Show that the Ricci tensor is not parallel.

(5) Let g̃ = e2ψg be a metric conformally equivalent to g. Show that
(a)

∇̃XY = ∇XY + ((DXψ) Y + (DY ψ) X − g (X,Y )∇ψ)

(b) If X,Y are orthonormal with respect to g, then

e2ψ s̃ec (X,Y ) = sec (X,Y )−Hessψ (X,X)−Hessψ (Y, Y )

− |∇ψ|2 + (DXψ)2 + (DY ψ)2
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(6) (a) Show that there is a family of Ricci flat metrics on TS2 of the form

dr2 + ϕ2(r)
(
ψ2(r)(σ1)2 + (σ2)2 + (σ3)2

)
,

ϕ̇ = ψ,

ϕ̇2 = 1− kϕ−4,

ϕ (0) = k
1
4 , ϕ̇ (0) = 0,

ψ (0) = 0, ψ̇ (0) = 2.

(b) Show that ϕ (r) ∼ r, ϕ̇ (r) ∼ 1, ϕ̈ (r) ∼ 2kr−5 as r → ∞. Conclude
that all curvatures are of order r−6 as r → ∞ and that the metric
looks like (0,∞)×RP 3 = (0,∞)×SO (3) at infinity. Moreover, show
that scaling one of these metrics corresponds to changing k. Thus, we
really have only one Ricci flat metric; it is called the Eguchi-Hanson
metric.

(7) For the general metric

dr2 + ϕ2(r)
(
ψ2(r)(σ1)2 + (σ2)2 + (σ3)2

)
show that the (1, 1)-tensor, which in the orthonormal frame looks like⎡⎢⎢⎣

0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

⎤⎥⎥⎦ ,

yields a Hermitian structure.
(a) Show that this structure is Kähler, i.e., parallel, iff ϕ̇ = ψ.
(b) Find the scalar curvature for such metrics.
(c) Show that there are scalar flat metrics on all the 2-dimensional vector

bundles over S2. The one on TS2 is the Eguchi-Hanson metric, and
the one on S2 × R2 is the Schwarzschild metric.

(8) Show that τ
(
RPn−1

)
admits rotationally symmetric metrics

dr2 + ϕ2 (r) ds2
n−1

such that ϕ (r) = r for r > 1 and the Ricci curvatures are nonpositive.
Thus, the Euclidean metric can be topologically perturbed to have non-
positive Ricci curvature. It is not possible to perturb the Euclidean metric
in this way to have nonnegative scalar curvature or nonpositive sectional
curvature. Try to convince yourself of that by looking at rotationally
symmetric metrics on Rn and τ

(
RPn−1

)
.

(9) A Riemannian manifold (M, g) is said to be locally conformally flat if
every p ∈ M lies in a coordinate neighborhood U such that

g = ϕ2
((

dx1
)2

+ · · ·+ (dxn)2
)

.

(a) Show that the space forms Sn
k are locally conformally flat.

(b) With some help from the literature, show that any 2-dimensional
Riemannian manifold is locally conformally flat (isothermal coordi-
nates). In fact, any metric on a closed surface is conformal to a metric
of constant curvature. This is called the uniformization theorem.

(c) Show that if an Einstein metric is locally conformally flat, then it has
constant curvature.
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(10) We say that (M, g) admits orthogonal coordinates around p ∈ M if we
have coordinates on some neighborhood of p, where

gij = 0 for i �= j,

i.e., the coordinate vector fields are perpendicular. Show that such coor-
dinates always exist in dimension 2, while they may not exist in dimension
> 3. To find a counterexample, you may want to show that in such coor-
dinates the curvatures Rl

ijk = 0 if all indices are distinct. What about 3
dimensions?

(11) There is a strange curvature quantity we have not yet mentioned. Its defin-
ition is somewhat cumbersome and nonintuitive. First, for two symmetric
(0, 2)-tensors h, k define the Kulkarni-Nomizu product as the (0, 4)-tensor

h ◦ k (v1, v2, v3, v4) = h (v1, v3) · k (v2, v4) + h (v2, v4) · k (v1, v3)
−h (v1, v4) · k (v2, v3)− h (v2, v3) · k (v1, v4) .

Note that (M, g) has constant curvature c iff the (0, 4)-curvature tensor
satisfies R = c·(g ◦ g) . If we use the (0, 2) form of the Ricci tensor, then we
can decompose the (0, 4)-curvature tensor as follows in dimensions n ≥ 4

R =
scal

2n (n− 1)
g ◦ g +

(
Ric− scal

n
· g

)
◦ g + W.

When n = 3 we have instead

R =
scal
12

g ◦ g +
(

Ric− scal
3
· g

)
◦ g.

The (0, 4)-tensor W defined for n > 3 is called the Weyl tensor .
(a) Show that these decompositions are orthogonal, in particular:

|R|2 =
∣∣∣∣ scal
2n (n− 1)

g ◦ g

∣∣∣∣2 +
∣∣∣∣(Ric− scal

n
· g

)
◦ g

∣∣∣∣2 + |W |2 .

(b) Show that if we conformally change the metric g̃ = f · g, then W̃ =
f ·W.

(c) If (M, g) has constant curvature, then W = 0.
(d) If (M, g) is locally conformally equivalent to the Euclidean metric,

i.e., locally we can always find coordinates where:

g = f ·
((

dx1
)2

+ · · ·+ (dxn)2
)

,

then W = 0. The converse is also true but much harder to prove.
(e) Show that the Weyl tensors for the Schwarzschild metric and the

Euguchi-Hanson metrics are not zero.
(f) Show that (M, g) has constant curvature iff W = 0 and Ric = scal

n .
(12) In this problem we shall see that even in dimension 4 the curvature

tensor has some very special properties. Throughout we let (M, g) be
a 4-dimensional oriented Riemannian manifold. The bi-vectors Λ2TM
come with a natural endomorphism called the Hodge ∗ operator. It is de-
fined as follows: for any oriented orthonormal basis e1, e2, e3, e4 we define
∗ (e1 ∧ e2) = e3 ∧ e4.
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(a) Show that his gives a well-defined linear endomorphism which satis-
fies: ∗∗ = I. (Extend the definition to a linear map: ∗ : ΛpTM →
ΛqTM, where p + q = n. When n = 2, we have: ∗ : TM → TM =
Λ1TM satisfies: ∗∗ = −I, thus yielding an almost complex structure
on any surface.)

(b) Now decompose Λ2TM into +1 and −1 eigenspaces Λ+TM and
Λ−TM for ∗. Show that if e1, e2, e3, e4 is an oriented orthonormal
basis, then

e1 ∧ e2 ± e3 ∧ e4 ∈ Λ±TM,

e1 ∧ e3 ± e4 ∧ e2 ∈ Λ±TM,

e1 ∧ e4 ± e2 ∧ e3 ∈ Λ±TM.

(c) Thus, any linear map L : Λ2TM → Λ2TM has a block decomposition

L =
[

A D
B C

]
,

A : Λ+TM → Λ+TM,

D : Λ+TM → Λ−TM,

B : Λ−TM → Λ+TM,

C : Λ−TM → Λ−TM.

In particular, we can decompose the curvature operator R : Λ2TM →
Λ2TM :

R =
[

A D
B C

]
.

Since R is symmetric, we get that A,C are symmetric and that D =
B∗ is the adjoint of B. One can furthermore show that

A = W+ +
scal
12

I,

C = W− +
scal
12

I,

where the Weyl tensor can be written

W =
[

W+ 0
0 W−

]
.

Find these decompositions for both of the doubly warped metrics:

I × S1 × S2, dr2 + ϕ2 (r) dθ2 + ψ2 (r) ds2
2,

I × S3, dr2 + ϕ2(r)
(
ψ2(r)(σ1)2 + (σ2)2 + (σ3)2

)
.

Use as basis for TM the natural frames in which we computed the
curvature tensors. Now find the curvature operators for the Schwarz-
schild metric, the Euguchi-Hanson metric, S2 × S2, S4, and CP 2.

(d) Show that (M, g) is Einstein iff B = 0 iff for every plane π and its
orthogonal complement π⊥ we have: sec (π) = sec

(
π⊥)

.



CHAPTER 4

Hypersurfaces

In this chapter we shall explain some of the classical results for hypersurfaces in
Euclidean space. First we introduce the Gauss map and show that infinitesimally
convex immersions are embeddings of spheres. We then establish a relationship be-
tween convexity and positivity of the intrinsic curvatures. This will enable us to see
that CP 2 and the Berger spheres are not even locally hypersurfaces in Euclidean
space. We give a brief description of some classical existence results for isometric
embeddings. Finally, an account of the Gauss-Bonnet theorem and its generaliza-
tions is given. One thing one might hope to get out of this chapter is the feeling
that positively curved objects somehow behave like convex hypersurfaces, and might
therefore have very restricted topological type.

In this chapter we develop the theory of hypersurfaces in general as opposed
to just presenting surfaces in 3-space. The reason is that there are some differ-
ences depending on the ambient dimension. Essentially, there are three different
categories of hypersurfaces that behave very differently from a geometric point of
view: curves, surfaces, and hypersurfaces of dimension > 2. We shall see that as
the dimension increases, the geometry becomes more and more rigid.

The study of hypersurfaces started as the study of surfaces in Euclidean 3 space.
Even before Gauss, both Euler and Meusner made contributions to this area. It was
with Gauss, however, that things really picked up speed. One of his most amazing
discoveries was that one can detect curvature by measuring angles in polygons.

1. The Gauss Map

We shall suppose that we have a Riemannian manifold (M, g) with dimM = n,
and in addition a Riemannian immersion F : (M, g) �

(
Rn+1, can

)
. Locally we

have a Riemannian embedding, whence we can find a smooth distance function on
some open subset of Rn+1 that has the image of M as a level set. Using this we can
define the shape operator S : TM → TM as a locally defined (1, 1)-tensor, which
is well-defined up to sign (we just restrict the Hessian of the distance function to
TM). If there is a globally defined normal field for M in Rn+1, then we also get a
globally defined shape operator. However, it still depends on our choice of normal
and is therefore still only well-defined up to sign. Observe that such a global normal
field exists exactly when M is orientable. By possibly passing to the orientation
cover of M we can always assume that such a normal field exists globally (we
can even assume that M is simply connected, although we won’t do this). Let
N : M → TRn+1 be such a choice for a unit normal field. Using the trivialization
TRn+1 = Rn+1 × Rn+1 we then obtain the Gauss map G : M → Sn (1) ⊂ Rn+1,
G (x) = N (x) that to each point x ∈ M assigns our choice of a normal to M at x
in Rn+1. A picture of the Gauss map for curves and surfaces is presented in Figure
4.1.

95
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Np

Np

Nq
G(q) G(p)

G(p)

0

Figure 4.1

Our first important observation is that if we think of TM as a subset of TRn+1

then

DG (v) = S (v) .

This is because S (v) = ∇vN, and since ∇ is the Euclidean connection we know
that this corresponds to our usual notion of the differential of the map G = N .

With our first definition of the shape operator as the Hessian of a distance
function it is clear that the hypersurface is locally convex (i.e., it lies locally on one
side of its tangent space) provided that the shape operator is positive. Below we
shall see how positivity of S is actually something that can be measured intrinsically
by saying that some curvatures are positive. Before doing this let us use the above
interpretation of the shape operator to show

Theorem 6. (Hadamard, 1897) Let F : (M, g) �
(
Rn+1, can

)
be an isometric

immersion, where n > 1 and M is a closed manifold. If the shape operator is always
positive, then M is diffeomorphic to a sphere via the Gauss map. Moreover F is
an embedding.

Proof. If the shape operator is positive, then it is in particular nonsingular.
Therefore, the Gauss map G : M → Sn (1) is a local diffeomorphism. When M is
closed, it must therefore be a covering map. In case n = 1 the degree of this map is
the winding number of the curve, while if n > 1, then Sn (1) is simply connected,
and hence G must be a diffeomorphism.

To show that F is an embedding we use that the Gauss map is a bijection.
The proof also works when n = 1 as long as we assume that the winding number
is ±1. Fix x0 ∈ M and consider the function f : M → R that measures the signed
distance from F (x) to the tangent plane for F (M) through F (x0) . Thus f (x) is
the projection of F (x)−F (x0) on to the unit normal N |x0 . If we think of N |x0 as
a vector in Euclidean space and use (v, w) as the inner product, then

f (x) = (F (x)− F (x0) , N |x0) .

The differential is therefore given by

df (v) = (DF (v) , N |x0) .

As DF is nonsingular this shows that x is a critical point iff N |x = ±N |x0 . Since the
Gauss map is a bijection this shows that f has precisely two critical points x0 and
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x1. Moreover f (x1) �= f (x0) as f would otherwise vanish everywhere. It follows
that f is either nonpositive or nonnegative. If we assume that F (x) = F (x0) then
f (x) = 0 = f (x0) which is impossible unless x = x0. �

2. Existence of Hypersurfaces

Let us recall the Tangential and Normal curvature equations. The curvature of
Rn+1 is simply zero everywhere, so if the curvature tensor of M is denoted R, then
we have that R is related to S as follows:

0 = R(X,Y )Z − g(S(Y ), Z)S(X) + g(S(X), Z)S(Y ),
0 = g(−(∇XS)(Y ) + (∇Y S)(X), Z),

where X,Y, Z are vector fields on M. We can rewrite these equations as

R(X,Y )Z = (S (X) ∧ S (Y )) (Z)
= g(S(Y ), Z)S(X)− g(S(X), Z)S(Y ),

(∇XS)(Y ) = (∇Y S)(X).

The former is the Gauss equation, and the latter is the Codazzi-Mainardi equation.
Thus, R can be computed if we know S. In the Codazzi-Mainardi equation there
is of course a question of which connection we use. However, we know that the
Euclidean connection when projected down to M gives the Riemannian connection
for (M, g) , so it actually doesn’t matter which connection is used.

We are now ready to show that positive curvature is equivalent to positive
shape operator.

Proposition 14. Suppose we have a Riemannian immersion F : (M, g) �(
Rn+1, can

)
, and we fix x ∈ M . If e1, . . . , en is an orthonormal eigenbasis for

S : TxM → TxM with eigenvalues λi, i = 1, . . . , n, then ei ∧ ej , i < j is an
eigenbasis for the curvature operator R : Λ2 (TxM) → Λ2 (TxM) with eigenvalues
λiλj . In particular, if all sectional curvatures are ≥ ε2 ≥ 0, then the curvature
operator is also ≥ ε2.

Proof. Suppose we have an orthonormal eigenbasis {ei} for TxM with respect
to S. Then S (ei) = λiei. Using the Gauss equations we obtain

g (R (ei ∧ ej) , ek ∧ el) = g (R (ei, ej) el, ek)
= g (S (ej) , el) g (S (ei) , ek)− g (S (ei) , el) g (S (ej) , ek)
= λiλj (g (ej , el) g (ei, ek)− g (ei, el) g (ej , ek))
= λiλjg (ei ∧ ej , ek ∧ el) .

Thus we have diagonalized the curvature operator and shown that the eigenvalues
are λiλj , 1 ≤ i < j ≤ n. For the last statement we need only observe that the
eigenvalues for the curvature operator satisfy

λiλj = g (R (ei ∧ ej) , ei ∧ ej) = sec (ei, ej) ≥ ε2.

�

This proposition shows that hypersurfaces have positive curvature operator iff
they have positive sectional curvatures. In particular, the standard metric on CP 2

cannot even locally be realized as a hypersurface metric as we saw in the last chapter
that it has sec ≥ 1 but the curvature operator has 0 as an eigenvalue.
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Figure 4.2

There is a more holistic way of stating the above proposition and with it the
Gauss equation:

R = S ∧ S.

The shape operator is therefore a “square root” of the curvature operator. From
this interpretation it is tempting to believe that the shape operator can somehow
be computed from curvatures. This is always false for surfaces (n = 2) , as we shall
see below, but to some extent true when n ≥ 3.

Example 26. Consider a surface dt2+(a sin (t))2 dθ2. We know that this can be
represented as a surface of revolution in R3 when |a| ≤ 1. Such a surface certainly
has constant curvature 1. Now it only remains to see how one can represent it
as a surface of revolution. We know from chapter 1 that such surfaces look like(
ẋ2 + ẏ2

)
dt2 + y2dθ2. In our case we therefore have to solve

ẋ2 + ẏ2 = 1,
y = a sin t,

which implies:

x =
∫ √

1− (a cos t)2dt,

y = a sin t.

The embedding is written as:

F (t, θ) = (x (t) , y (t) cos θ, y (t) sin θ) ,

where

DF (∂t) = (ẋ (t) , ẏ (t) cos θ, ẏ (t) sin θ) ,

DF

(
1
y
∂θ

)
= (0,− sin θ, cos θ)

are unit vectors tangent to the surface. Then the normal can be computed as

N = DF (∂t)×DF

(
1
y
∂θ

)
= (ẏ (t) ,−ẋ (t) cos θ,−ẋ (t) sin θ) .

Since the curvature is 1 = detS, either S = I or S has two eigenvalues λ > 1
and λ−1 < 1. However, if we choose y = a sin t with 0 < a < 1, then S (∂t) �= ∂t.
Thus, we must be in the second case. The shape operator is therefore really an
extrinsic invariant for surfaces. It is not hard to picture these surfaces together
with the sphere, although one can’t of course see that they actually have the same
curvature. In Figure 4.2 we have a picture of the unit sphere together with one of
these surfaces.
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It turns out that this phenomenon occurs only for surfaces. Having codimension
1 for a surface leaves enough room to bend the surface without changing the metric
intrinsically. In higher dimensions, however, we have.

Proposition 15. Suppose we have a Riemannian immersion F : (M, g) �(
Rn+1, can

)
, where n ≥ 3. Fix x ∈ M and suppose the curvature operator R :

Λ2 (TxM) → Λ2 (TxM) is positive. Then S : TxM → TxM is intrinsic, i.e., we can
compute S from information about (M, g) alone without knowledge of F.

Proof. We shall assume for simplicity that n = 3. If e1, e2, e3 is an orthonor-
mal basis for TxM , then it suffices to compute the matrix (sij) = (g (S (ei) , ej)) .
We already know that S is invertible from the above proposition and that all the
eigenvalues have the same sign which we can assume to be positive. Thus, it suffices
to determine the cofactor matrix (cij) defined by:

cij = (−1)i+j (si+1,j+1si+2,j+2 − si+2,j+1si+1,j+2) .

The Gauss equations tell us that

g (R (ei ∧ ej) , ek ∧ el) = g (R (ei, ej) el, ek)
= g (S (ej) , el) g (S (ei) , ek)− g (S (ei) , el) g (S (ej) , ek) .

Index manipulation will therefore enable us to find cij from the curvature operator.
We also need to find the determinant of S in order to compute S−1 from the cofactor
matrix. But this can be done using

det (cij) = (detS)n−1
.

�
In case the curvature operator is only nonnegative we can still extract square

roots, but they won’t be unique. One can find more general conditions under
which the shape operator is uniquely defined. As the cofactor matrices can always
be found, the only important condition is that detS �= 0. This will be studied below
and used for some very interesting purposes.

This information can be used to rule out even more candidates for hypersurfaces
than did the previous result. Namely, when a space has positive curvature operator,
then one can find the potential shape operator. However, this shape operator
must also satisfy the Codazzi-Mainardi equations. It turns out that in dimensions
> 3, these equations are a consequence of the Gauss equations provided the shape
operator has nonzero determinant. This was proved by T. Y. Thomas in [91] (see
also the exercises to chapter 7). For dimension 3, however, the following example
shows that the Codazzi equations can not follow from the Gauss equations.

Example 27. Let (M, g) be the Berger sphere
(
S3, ε2σ2

1 + σ2
2 + σ2

3

)
with Y1 =

ε−1X1, Y2 = X2, Y3 = X3 as an orthonormal left-invariant frame on SU (2) .
We computed in chapter 3 that the 2-frame Y1 ∧ Y2, Y2 ∧ Y3, Y3 ∧ Y1 diagonalizes
the curvature operator with eigenvalues ε2,

(
4− 3ε2

)
, ε2. It now follows from our

calculations above that if this metric can be locally embedded in R4, then the shape
operator can be computed using this information. If (sij) = g (S (Yi) , Yj) , then it
is easily seen that S must be diagonal, with

S (Y1) =
ε2

√
4− 3ε2

Y1,
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S (Y2) =
√

4− 3ε2Y2,

S (Y3) =
√

4− 3ε2Y3.

We can now get a contradiction by showing that some of the Codazzi-Mainardi equa-
tions are not satisfied. For instance, we must have that (∇Y2S) (Y3) = (∇Y3S) (Y2) .
However, these two quantities are not equal

(∇Y2S) (Y3) =
√

4− 3ε2∇Y2Y3 − S (∇Y2Y3)

=
√

4− 3ε2εY1 − ε
ε2

√
4− 3ε2

Y1

=
(√

4− 3ε2 − ε2

√
4− 3ε2

)
εY1,

(∇Y3S) (Y2) =
√

4− 3ε2∇Y3Y2 − S (∇Y3Y2)

= −
√

4− 3ε2εY1 +
ε2

√
4− 3ε2

εY1

=
(
−
√

4− 3ε2 +
ε2

√
4− 3ε2

)
εY1.

Now for some positive results.

Theorem 7. (Fundamental Theorem of Hypersurface Theory) Suppose we
have a Riemannian manifold (M, g) and a symmetric (1, 1)-tensor S on M that
satisfies both the Gauss and the Codazzi-Mainardi Equations on M. Then for every
x ∈ M, we can find an isometric embedding F : (U, g) ↪→ (

Rn+1, can
)

on some
neighborhood U � x with the property that S becomes the shape operator for this
embedding.

Proof. We shall give an outline of the proof. Our first claim is that we can
find a flat metric on (−ε, ε)×U , where U ⊂ M is relatively compact and ε is smaller
than

∣∣λ−1
i

∣∣ for any eigenvalue λi of S on U. It then follows from material in chapter
5 that any flat metric is locally isometric to a subset of

(
Rn+1, can

)
. This will then

finish the proof.
To construct the metric ḡ on (−ε, ε) × U let us assume that it is of the type

ḡ = dr2 + gr. If we select coordinates
(
x1, . . . , xn

)
on U, then the coordinate fields

∂i are Jacobi fields. If we evaluate the metric and Hessian of r on these fields the
fundamental equations say

∂rgr (∂i, ∂j) = 2Hessr (∂i, ∂j) ,

ḡ0 = g.

∂r (Hessr (∂i, ∂j))−Hess2r (∂i, ∂j) = −R (∂i, ∂r, ∂r, ∂j) = 0,
Hessr (∂i, ∂j) |r=0 = g (S (∂i) , ∂j) .

The latter equation completely determines the Hessian and the former then deter-
mines the metric.

We now need to prove that this metric is flat. By construction the radial
curvatures vanish. So we need to show that the tangential and mixed curvature
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equations when evaluated on the chosen coordinates reduce to

Rr (∂i, ∂j , ∂k, ∂l) = Hessr (∂j , ∂k)Hessr (∂i, ∂l)−Hessr (∂i, ∂k)Hessr (∂j , ∂l) ,

(∇∂i
Hessr) (∂j , ∂k) =

(∇∂j
Hessr

)
(∂i, ∂k)

where Rr is the intrinsic curvature of gr on {r}×U. At r = 0 this is certainly true,
since we assumed that S was a solution to these equations. Both the metric and
S are given to us as solutions to the fundamental equations. A direct but fairly
involved calculation will then show that equality holds for all r. �

We have already seen that positively curved manifolds of dimension n > 2
cannot necessarily be represented as hypersurfaces. When n = 2, the situation is
drastically different.

Theorem 8. If (M, g) is 2-dimensional Riemannian manifold with positive
curvature, then one can locally isometrically embed (M, g) into R3. Moreover if M
is closed and simply connected then a global embedding exists.

The proof is beyond what we can cover here, but the previous theorem gives
us an idea. Namely, one could simply try to find an appropriate shape operator.
This would at least establish the local result. The global result is known as Weyl’s
problem and was established by Pogorelov and subsequently by Nirenberg.

3. The Gauss-Bonnet Theorem

To finish this chapter we give a description of the global Gauss-Bonnet Theorem
and its generalizations. It was shown above that when a hypersurface has positive
curvature, then the shape operator is determined by intrinsic data . It turns out
that the determinant of the shape operator is always intrinsic. This determinant is
also called the Gauss curvature.

Lemma 5. Let (M, g) �
(
Rn+1, can

)
be an isometric immersion. If n is even,

then detS is intrinsic, and if n is odd, then |detS| is intrinsic.

Proof. Use an eigenbasis for S, S (ei) = λiei; then of course detS = λ1 ·· · ··λn.
In case n = 2 we therefore have detS = sec. Thus, detS is intrinsic. In higher
dimensions the curvature operator is diagonalized by ei ∧ ej with eigenvalues λiλj .
Thus,

detR =
∏
i<j

λiλj

= (λ1 · · · · · λn)n−1

= (detS)n−1
.

This clearly proves the lemma. �

The importance of this lemma lies in the fact that detS is the Jacobian deter-
minant of the Gauss map G : M → Sn (1) ⊂ Rn+1. When M is a closed manifold
we therefore have

degG =
1

volSn

∫
M

detS · dvol

=
1

volSn

∫
M

n−1
√

detR · dvol.
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The degree of the Gauss map is therefore also intrinsic when n is even. This is
perhaps less surprising, as W. Dyck, and in greater generality H. Hopf, have shown
that closed even-dimensional hypersurfaces have the property that degG is related
to the Euler characteristic by the formula

degG =
1
2
χ (M) .

For an even-dimensional hypersurface we have therefore arrived at the important
formula

χ (M) =
2

volSn

∫
M

n−1
√

detR · dvol.

As both sides of the formula are intrinsic quantities one might expect this formula
to hold for all orientable even-dimensional closed Riemannian manifolds. When
n = 2, this is the Gauss-Bonnet formula:

χ (M) =
1
2π

∫
M

sec · dvol.

For higher dimensions, however, we run into trouble. First, observe that the above
formula does not give the right answer for manifolds that are not hypersurfaces.
A counterexample is CP 2, which has two zero eigenvalues for the curvature oper-
ator, and Euler characteristic 3. Thus, a more complicated integrand is necessary.
The correct expression is actually a generalized determinant of the curvature op-
erator called the Pfaffian determinant. It is easiest to write it down in an oriented
orthonormal frame E1, . . . , En using the curvature forms defined by

R (·, ·) Ei = Ωj
iEj .

If we assume that the dimension is n = 2m, then the formula looks like this:

χ (M) =
2

volSn

∫
M

K

=
2 (2m− 1)!

22mπm (m− 1)!

∫
M

K,

where K is defined as

K =
1
n!

∑
εi1···in · Ωi1

i2
∧ Ωi3

i4
∧ · · · ∧ Ωin−1

in
,

εi1···in = sign of the permutation (i1 · · · in) .

Allendoerfer and Fenchel independently of each other established this generalized
theorem for manifolds that are isometrically embedded in some Euclidean space,
but not necessarily of codimension one. Allendoerfer and Weil then established
the general case, using some interesting tricks about local isometric embeddability
(see [1]). Finally, Chern found a completely intrinsic proof, which makes no men-
tion of isometric embeddings. The theorem is now called the Chern-Gauss-Bonnet
Theorem despite the fact that Allendoerfer and Weil were the first to prove it in
complete generality in higher dimensions.

We shall give a brief account of how the Gauss-Bonnet theorem can be estab-
lished for abstract surfaces

(
M2, g

)
. The first proof uses vector fields and is in spirit

close to Chern’s proof. The second is based on a triangulation of the surface. Both
are global in the sense that they do not rely on the classical Gauss-Bonnet formula
for the integral of the curvature over a simply connected surface with piecewise
smooth boundary.
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Vector Field Proof. First suppose that M is the torus, and pick your fa-
vorite nonzero vector field X. Using the metric, normalize it to have length 1, and
then select another field such that we get an orientable orthonormal frame E1, E2.
Let ω1, ω2 be the dual coframe and compute the connection form and curvature
form as described in the exercises to chapter 2:

dω1 = ω2 ∧ ω1
2,

dω1
2 = Ω1

2 = sec · dvol.

Then we have ∫
M

sec · dvol =
∫

M

Ω1
2

=
∫

M

dω1
2

=
∫

∂M

ω1
2 = 0.

On other surfaces we can choose a vector field X with isolated zeros at p1, . . . ,
pk ∈ M. Then we choose the frame E1, E2 as above on M − {p1, . . . , pk} . On a
neighborhood Ui around each pi introduce normal coordinates such that

g = gαβ = δαβ + O
(
r2

)
.

Here, r is the Euclidean distance from pi. We can then consider the manifold with
boundary Mε = M −⋃k

i=1 B (pi, ε) , where B (pi, ε) is the Euclidean ball of radius
ε around pi. As before we still have∫

Mε

sec · dvol =
∫

∂Mε

ω1
2

=
k∑

i=1

∫
∂B(pi,ε)

ω1
2.

Let us now analyze each of the integrals
∫

∂B(pi,ε)
ω1

2 on Ui. On Ui we could instead
find an orientable orthonormal frame F1 = X

|X| , F2, but this time with respect to
the Euclidean metric on Ui. If ω̃1

2 is the connection form for this frame, we can
construct the integral ∫

∂B(pi,ε)

ω̃1
2.

Using that the metric is Euclidean up to first order, we obtain that

ω1
2 − ω̃1

2 = O (r) .

In particular, we must have

lim
ε→0

∫
∂B(pi,ε)

ω̃1
2 = lim

ε→0

∫
∂B(pi,ε)

ω1
2.

This proves that the integral
∫

M
sec · dvol does not depend on the metric.

Let us now relate the term limε→0

∫
∂B(pi,ε)

ω̃1
2 to the vector field X. We can

suppose that we are on a neighborhood U ⊂ R2 around the origin and that we have
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Figure 4.3

a vector field X that vanishes only at the origin. If we normalize X to have unit
length E = X/ |X| , then for each ε > 0 we get a map

∂B (0, ε) → ∂B (0, ε) ,

x → ε · E (x) .

The degree (see the Appendix) of this map is easily seen to be independent of ε.
This degree is known as the index of the vector field at the origin and is denoted
by ind0X. The degree of this map can now be computed as

1
� (∂B (0, ε))

∫
∂B(0,ε)

D (ε · E (x)) =
1
2π

∫
∂B(0,ε)

D (E (x)) .

One can now easily check that∫
∂B(0,ε)

D (E (x)) = lim
ε→0

∫
∂B(0,ε)

ω̃1
2.

All in all, we have therefore shown that

1
2π

∫
M

sec · dvol =
k∑

i=1

indpi
(X) .

The left-hand side is therefore independent of the metric, while the right-hand
side must now be independent of the chosen vector field. Knowing that the right
hand side is independent of the vector field, one can easily compute it as the Euler
characteristic by choosing a particular vector field on each surface (see also the next
proof). Figure 4.3 shows a few pictures of vector fields in the plane. �

Triangulation Proof. We can also give a proof that ties the curvature in-
tegral in with the more standard formula for the Euler characteristic.

A polygon in M is a region P which is diffeomorphic to a convex polygon in
R2 via a coordinate chart. The boundary of a polygon is therefore a piecewise
smooth curve. Each smooth part of the boundary is called an edge or side. Using
the orientation of M we can assume that ∂P is parametrized counterclockwise as
a curve γ : S1 → M, where S1 is partitioned into intervals [ti, ti+1] on which γ is
smooth. The exterior angle at γ (ti) is defined as the angle

�
(
γ̇
(
t+i

)
, γ̇

(
t−i

)) ∈ [−π, π]

where γ̇
(
t+i

)
is the right hand derivative and γ̇

(
t−i

)
the left hand derivative. The

angle is ≥ 0 when γ̇
(
t+i

)
lies to the left of the line through γ̇

(
t−i

)
and otherwise
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≤ 0. Note that this definition also uses the orientation of M. The interior angle is
defined as

π − �
(
γ̇
(
t+i

)
, γ̇

(
t−i

)) ∈ [0, 2π] .

Now divide M into polygons (or triangles) such that each side of a polygon is
the side of precisely one other polygon. In this way each edge in this subdivision is
the side of precisely two polygons. Note that all of this can be done without referring
to the metric structure of the manifold. Parametrizing the boundary curves of the
polygons to run counter clockwise shows that when two polygons have a side in
common these sides are parametrized in opposite directions. Finally let F denote
the number of polygons in the subdivision (or triangulation), E the number of
edges (each edge is the common side of two polygons but only counted once), and
V the number of vertices (each vertex is met by any number of polygons, but only
counted once). The classical Euler characteristic is then given by

χ = F − E + V.

If Pi are the various polygons in the subdivision, then the Gauss-Bonnet integral
can be decomposed according to the polygonal subdivision of M∫

M

sec · dvol =
∑∫

Pi

sec · dvol.

In each polygon Pi we now select a positively oriented orthonormal frame E1, E2

and coframe ω1, ω2. If we use that

sec · dvol = Kω1 ∧ ω2

= dω1
2,

dω1 = ω2 ∧ ω1
2

then Green’s theorem implies that∑∫
Pi

sec · dvol =
∑∫

∂Pi

ω1
2.

Each boundary term ∂Pi is further decomposed into oriented edges where each edge
is met by one other polygon. If for a given edge γ we denote the frame from the
other polygon by Ē1, Ē2 and ω̄1, ω̄2 then the the integral can be rewritten as∑∫

∂Pi

ω1
2 =

∑
γ

∫
γ

(
ω1

2 − ω̄1
2

)
where there are E terms in the sum on the right hand side. The difference ω1

2− ω̄1
2

can be understood completely in terms of the angles between γ̇ and E1, Ē1.
First define

ϑ = �
(
E1, Ē1

)
.

While this angle is only defined modulo 2π its differential is well-defined. Moreover,
we claim that

ω1
2 − ω̄1

2 = −dϑ.

To see this observe that as E1, E2 and Ē1, Ē2 define the same orientation we must
have

E1 = cos (ϑ) Ē1 + sin (ϑ) Ē2,

E2 = − sin (ϑ) Ē1 + cos (ϑ) Ē2.
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This shows that

ω1 = cos (ϑ) ω̄1 + sin (ϑ) ω̄2,

ω2 = − sin (ϑ) ω̄1 + cos (ϑ) ω̄2,

ω̄1 = cos (ϑ) ω1 − sin (ϑ) ω2,

ω̄2 = sin (ϑ) ω1 + cos (ϑ) ω2

Since

cos2 (ϑ) + sin2 (ϑ) = 1,
cos (ϑ) d (cos (ϑ)) + sin (ϑ) d (sin (ϑ)) = 0

we get

ω2 ∧ ω1
2 = dω1

= d
(
cos (ϑ) ω̄1 + sin (ϑ) ω̄2

)
= d (cos (ϑ)) ∧ ω̄1 + cos (ϑ) dω̄1

+d (sin (ϑ)) ∧ ω̄2 + sin (ϑ) dω̄2

= d (cos (ϑ)) ∧ (
cos (ϑ) ω1 − sin (ϑ) ω2

)
+ cos (ϑ) ω̄2 ∧ ω̄1

2

+d (sin (ϑ)) ∧ (
sin (ϑ) ω1 + cos (ϑ) ω2

)− sin (ϑ) ω̄1 ∧ ω̄1
2

= (cos (ϑ) d (sin (ϑ))− sin (ϑ) d (cos (ϑ))) ∧ ω2

+ cos (ϑ)
(
sin (ϑ) ω1 + cos (ϑ) ω2

) ∧ ω̄1
2

− sin (ϑ)
(
cos (ϑ) ω1 − sin (ϑ) ω2

) ∧ ω̄1
2

= ω2 ∧ (− cos (ϑ) d (sin (ϑ)) + sin (ϑ) d (cos (ϑ)) + ω̄1
2

)
.

Thus

ω1
2 − ω̄1

2 = − cos (ϑ) d (sin (ϑ)) + sin (ϑ) d (cos (ϑ))
= −dϑ.

Now parametrize γ : [0, 1] → M so that∫
γ

(
ω1

2 − ω̄1
2

)
=

∫ 1

0

(
ω1

2 (γ̇ (t))− ω̄1
2 (γ̇ (t))

)
dt,

and define

θ = �
(
γ̇ (t) , E1|γ(t)

)
,

θ̄ = �
(
γ̇ (t) , Ē1|γ(t)

)
.

These angles are only defined modulo 2π, but their derivatives are well-defined. We
can check the relationship between these angles and ϑ by doing the calculation

γ̇ = cos (θ) E1 + sin (θ) E2

= cos (θ)
(
cos (ϑ) Ē1 + sin (ϑ) Ē2

)
+ sin (θ)

(− sin (ϑ) Ē1 + cos (ϑ) Ē2

)
= cos (θ + ϑ) Ē1 + sin (θ + ϑ) Ē2

= cos
(
θ̄
)
Ē1 + sin

(
θ̄
)
Ē2.

Thus
θ̄ = θ + ϑ.
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This shows that ∫
γ

(
ω1

2 − ω̄1
2

)
=

∫ 1

0

(
ω1

2 (γ̇ (t))− ω̄1
2 (γ̇ (t))

)
dt

= −
∫ 1

0

(dϑ (γ̇ (t))) dt

=
∫ 1

0

dθ

dt
dt−

∫ 1

0

dθ̄

dt
dt.

For a given polygon we let θij = � (γ̇ (t+) , γ̇ (t−)) denote the exterior angles,
thus the total angle change for the boundary curve is 2π or in other words

2π =
∫

∂Pi

dθ

dt
+

∑
j

θij

=
∫

∂Pi

dθ

dt
+

∑
j

(
π − θ

′
ij

)
where θ

′
ij is the interior angle.

We can then conclude that∫
M

sec · dvol =
∑

i

∫
∂Pi

dθ

dt

=
∑

i

⎛⎝2π −
∑

j

(
π − θ

′
ij

)⎞⎠
= F −

∑
i

∑
j

(
π − θ

′
ij

)
= F −

∑
i

∑
j

π +
∑

i

∑
j

θ
′
ij .

Here the last sum is just the sum of all possible interior angles. As all the interior
angles that meet a fixed vertex add up to 2π this sum is simply 2πV. The middle
sum is a sum over all sides to each polygon. As each side is the side for two polygons
we see that each edge gets counted twice. All in all we have derived the classical
Gauss-Bonnet formula ∫

M

sec · dvol = 2π (F − E + V ) .

Here the left hand side is independent of the choice of polygonal subdivision and
the right hand side is independent of the metric. Combined with the above formula
relating the integral to the index sum of a vector field we have also shown that this
index sum has the desired relationship to the Euler characteristic. �

4. Further Study

All of the results mentioned in this chapter and much more can be found in
Spivak’s [87, volume 5]. In fact we recommend all of his volumes as a good and
thorough introduction to differential geometry. Spivak is also quite careful and
complete with references to all the work mentioned here. The only fault Spivak’s
book has in reference to the generalized Gauss-Bonnet theorem, is that he claims
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that Allendoerfer and Weil only established this formula for analytic metrics. For
a very nice discussion of the Gauss-Bonnet theorem for surfaces see also [18].

We can also recommend Stoker’s book [88]. This book goes from curves to
surfaces and ends up with a discussion of general relativity. For the reader who
likes old-fashioned well-written books this is a must.

One defect in our treatment here is that we haven’t developed submanifold
theory in general. This is done in [87].

5. Exercises

(1) Consider the hypersurface given by the graph xn+1 = f (xn) , where f :
R → R is smooth. Show that the shape operator doesn’t necessarily vanish
but that the hypersurface is isometric to Rn.

(2) If X is a Killing field on an abstract surface
(
M2, g

)
show that the index

of any isolated zero is 1.
(3) Assume that we have a Riemannian immersion of an n-manifold into Rn+1.

If n ≥ 3, then show that it can’t have negative curvature. If n = 2 give
an example where it does have negative curvature.

(4) Let (M, g) be a closed Riemannian n-manifold, and suppose that there
is a Riemannian embedding into Rn+1. Show that there must be a point
p ∈ M where the curvature operator R : Λ2TpM → Λ2TpM is positive.
(Hint: Consider f (x) = |x|2 and restrict it to M, then check what happens
at a maximum.)

(5) Suppose (M, g) is immersed as a hypersurface in Rn+1, with shape oper-
ator S.
(a) Using the Codazzi-Mainardi equations, show that

divS = d (trS) .

(b) Show that if S = f (x) · I for some function f , then f must be a
constant and the hypersurface must have constant curvature.

(c) Show that S = λ · Ric iff the metric has constant curvature.
(6) Let g be a metric on S2 with curvature ≤ 1. Use the Gauss-Bonnet formula

to show that vol
(
S2, g

) ≥ volS2 (1) = 4π.

Show that such a result cannot hold on S3 by considering the Berger
metrics.

(7) Assume that we have an orientable Riemannian manifold with nonzero
Euler characteristic and |R| ≤ 1. Find a lower bound for vol (M, g) . The
one sided curvature bound that we used on surfaces does not suffice in
higher dimensions, as one-sided curvature bounds do not necessarily imply
one sided bounds on the Chern-Gauss-Bonnet integrand.

(8) Show that in even dimensions, orientable manifolds with positive (or non-
negative) curvature operator have positive (nonnegative) Euler character-
istic. Conclude that if in addition, such manifolds have bounded curvature
operator, then they have volume bounded from below. What happens
when the curvature operator is nonpositive or negative?

(9) In dimension 4 show, using the exercises from chapter 3, that

1
8π2

∫
M

(
|R|2 −

∣∣∣∣Ric− scal
4

g

∣∣∣∣2
)

=
1

8π2

∫
M

tr
(
A2 − 2BB∗ + C2

)
.
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It was shown by Allendoerfer and Weil that in dimension 4

χ (M) =
1

8π2

∫
M

(
|R|2 −

∣∣∣∣Ric− scal
4

g

∣∣∣∣2
)

.

You can try to prove this using the above definition of K. If the metric is
Einstein, show that

χ (M) =
1

8π2

∫
M

tr
(
A2 − 2BB∗ + C2

)
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CHAPTER 5

Geodesics and Distance

We are now ready to introduce the important concept of a geodesic. This will
help us define and understand Riemannian manifolds as metric spaces. One is
led quickly to two types of “completeness”. The first is of standard metric com-
pleteness, and the other is what we call geodesic completeness, namely, when all
geodesics exist for all time. We shall prove the Hopf-Rinow Theorem, which asserts
that these types of completeness for a Riemannian manifold are equivalent. Using
the metric structure we can define metric distance functions. We shall study when
these distance functions are smooth and show the existence of the smooth distance
functions we worked with earlier. In the last section we give some metric charac-
terizations of Riemannian isometries and submersions. We also classify complete
simply connected manifolds of constant curvature; showing that they are the ones
we have already constructed in chapters 1 and 3.

The idea of thinking of a Riemannian manifold as a metric space must be
old, but it wasn’t until the early 1920s that first Cartan and then later Hopf and
Rinow began to understand the relationship between extendability of geodesics and
completeness of the metric. Nonetheless, both Gauss and Riemann had a pretty
firm grasp on local geometry, as is evidenced by their contributions: Gauss worked
with geodesic polar coordinates and also isothermal coordinates, Riemann was able
to give a local characterization of Euclidean space as the only manifold whose
curvature tensor vanishes. Surprisingly, it wasn’t until Klingenberg’s work in the
1950s that one got a thorough understanding of the maximal domain on which
one has geodesic polar coordinates in side complete manifolds. This work led to
the introduction of the two terms injectivity radius and conjugate radius. Many
of our later results will require a detailed analysis of these concepts. The metric
characterization of Riemannian isometries wasn’t realized until the late 1930s with
the work of Myers and Steenrod. Even more surprising is Berestovskii’s much more
recent metric characterization of Riemannian submersions.

Another important topic that involves geodesics is the variation of arclength
and energy. In this chapter we only develop the first variation formula. This is used
to show that curves that minimize length must be geodesics if they are parametrized
correctly.

We are also finally getting to results where there is going to be a significant dif-
ference between the Riemannian setting and the semi-Riemannian setting. Mixed
partials and geodesics easily generalize. However, as there is no norm of vectors
in the semi-Riemannian setting we do not have arclength or distances. Neverthe-
less, the energy functional does make sense so we can still obtain a variational
characterization of geodesic as critical points for the energy functional.
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112 5. GEODESICS AND DISTANCE

1. Mixed Partials

So far we have only worked out the calculus for functions on a Riemannian
manifold and have seen that defining the gradient and Hessian requires that we use
the metric structure. We are now going to study maps into Riemannian manifolds
and how to define meaningful derivatives for such maps. The simplest example is
to consider a curve γ : I → M on some interval I ⊂ R. We know how to define the
derivative γ̇, but not how to define the acceleration in such a way that it also gives
us a tangent vector to M. A similar but slightly more general problem is that of
defining mixed partial derivatives

∂2γ

∂ti∂tj

for maps γ with several real variables. As we shall see, covariant differentiation
plays a crucial role in the definition of these concepts. In this section we only
develop a method that covers second partials. In the next chapter we shall explain
how to calculate higher order partials as well. This involves a slightly different
approach that is not needed for the developments in this chapter.

Let γ : Ω → M, where Ω ⊂ Rm. As we usually reserve xi for coordinates on M
we shall use ti or s, t, u as coordinates on Ω. The first partials

∂γ

∂ti

are simply defined as the velocity field of ti → γ
(
t1, ..., ti, ..., tm

)
where the remain-

ing coordinates are fixed. We wish to define the second partials so that they also
lie TM as opposed to TTM. In addition we shall also require the following two
natural properties:

(1) ∂2γ
∂ti∂tj = ∂2γ

∂tj∂ti ,

(2) ∂
∂tk g

(
∂γ
∂ti ,

∂γ
∂tj

)
= g

(
∂2γ

∂tk∂ti ,
∂γ
∂tj

)
+ g

(
∂γ
∂ti ,

∂2γ
∂tk∂tj

)
.

The first is simply the equality of mixed partials and is similar to assuming that
the connection is torsion free. The second is a Leibniz or product rule that is
similar to assuming that the connection is metric. Like the Fundamental Theorem
of Riemannian Geometry, were we saw that the key properties of the connection
in fact also characterized the connection, we can show that these two rules also
characterize how we define second partials. More precisely, if we have a way of
defining second partials such that these two properties hold, then we claim that
there is a Koszul type formula:

2g

(
∂2γ

∂ti∂tj
,

∂γ

∂tk

)
=

∂

∂ti
g

(
∂γ

∂tj
,

∂γ

∂tk

)
+

∂

∂tj
g

(
∂γ

∂tk
,
∂γ

∂ti

)
− ∂

∂tk
g

(
∂γ

∂ti
,

∂γ

∂tj

)
.

This formula is established in the proof of the next lemma.

Lemma 6. (Uniqueness of mixed partials) There is at most one way of defining
mixed partials so that (1) and (2) hold.
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Proof. First we show that the Koszul type formula holds if we have a way of
defining mixed partials such that (1) and (2) hold:

∂

∂ti
g

(
∂γ

∂tj
,

∂γ

∂tk

)
+

∂

∂tj
g

(
∂γ

∂tk
,
∂γ

∂ti

)
− ∂

∂tk
g

(
∂γ

∂ti
,

∂γ

∂tj

)
= g

(
∂2γ

∂ti∂tj
,

∂γ

∂tk

)
+ g

(
∂γ

∂tj
,

∂2γ

∂ti∂tk

)
+g

(
∂2γ

∂tj∂tk
,
∂γ

∂ti

)
+ g

(
∂γ

∂tk
,

∂2γ

∂tj∂ti

)
−g

(
∂2γ

∂tk∂ti
,

∂γ

∂tj

)
− g

(
∂γ

∂ti
,

∂2γ

∂tk∂tj

)
= g

(
∂2γ

∂ti∂tj
,

∂γ

∂tk

)
+ g

(
∂γ

∂tk
,

∂2γ

∂tj∂ti

)
+g

(
∂γ

∂tj
,

∂2γ

∂ti∂tk

)
− g

(
∂2γ

∂tk∂ti
,

∂γ

∂tj

)
+g

(
∂2γ

∂tj∂tk
,
∂γ

∂ti

)
− g

(
∂γ

∂ti
,

∂2γ

∂tk∂tj

)
= 2g

(
∂2γ

∂ti∂tj
,

∂γ

∂tk

)
.

Next we observe that if we have a map γ : Ω → M, then we can always add an
extra parameter tn+1 to get a map γ̄ : Ω× (−ε, ε) → M with the property that

∂γ̄

∂tn+1
|p = v ∈ TpM,

where v ∈ TpM is any vector and p is any point in the image of γ. Using k = n + 1
in the Koszul type formula at p, then shows that ∂2γ

∂ti∂tj is uniquely defined as our
extension is independent of how mixed partials are defined. �

We can now give a local coordinate definition of mixed partials. As long as the
definition gives us properties (1) and (2), the above lemma shows that we have a
coordinate independent definition.

Note also that if two different maps γ1, γ2 : Ω → M agree on a neighborhood
of a point in the domain, then the right hand side of the Koszul type formula will
give the same answer for these two maps. Thus there is no loss of generality in
assuming that the image of γ lies in a coordinate system.

Theorem 9. (Existence of mixed partials) It is possible to define mixed partials
in a coordinate system so that (1) and (2) hold.

Proof. We assume that we have γ : Ω → U ⊂ M where U is a coordinate
neighborhood. Furthermore, assume that the parameters in use are called s and t.
This avoids introducing more indices than necessary. Finally write γ =

(
γ1, ..., γn

)
using the coordinates. The velocity in the s direction is given by

∂γ

∂s
=

∂γi

∂s
∂i
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so we can make the suggestive calculation

∂

∂t

∂γ

∂s
=

∂

∂t

(
∂γi

∂s
∂i

)
=

∂

∂t

∂γi

∂s
∂i +

∂γi

∂s

∂

∂t
(∂i) .

To make sense of ∂
∂t (∂i) we define

∂X

∂t
|p = ∇γ̇(t)X,

where γ (t) = p and X is a vector field defined in a neighborhood of p. With that
in mind we have

∂

∂t

∂γ

∂s
=

∂2γk

∂t∂s
∂k +

∂γi

∂s
∇ ∂γ

∂t
∂i

=
∂2γk

∂t∂s
∂k +

∂γi

∂s

∂γj

∂t
∇∂j

∂i

=
∂2γk

∂t∂s
∂k +

∂γi

∂s

∂γj

∂t
Γk

ji∂k

Thus we define

∂2γ

∂t∂s
=

∂2γk

∂t∂s
∂k +

∂γi

∂s

∂γj

∂t
Γk

ji∂k

=
(

∂2γk

∂t∂s
+

∂γi

∂s

∂γj

∂t
Γk

ji

)
∂k

Since ∂2γl

∂t∂s is symmetric in s and t by the usual theorem on equality of mixed
partials and the Christoffel symbol Γk

ji is symmetric in i and j we see that (1) holds.
To check the metric property (2) we use that the Christoffel symbols satisfy

the metric property

∂kgij = Γki,j + Γkj,i.

With that in mind we calculate

∂

∂t
g

(
∂γ

∂s
,
∂γ

∂u

)
=

∂

∂t

(
gij

∂γi

∂s

∂γj

∂u

)
=

∂gij

∂t

∂γi

∂s

∂γj

∂u
+ gij

∂2γi

∂t∂s

∂γj

∂u
+ gij

∂γi

∂s

∂2γj

∂t∂u

= gij

(
∂2γi

∂t∂s
+

∂γk

∂s

∂γl

∂t
Γi

kl

)
∂γj

∂u
+ gij

∂γi

∂s

(
∂2γj

∂t∂u
+

∂γk

∂u

∂γl

∂t
Γj

kl

)
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+
∂gij

∂t

∂γi

∂s

∂γj

∂u
− gij

∂γk

∂s

∂γl

∂t

∂γj

∂u
Γi

kl − gij
∂γi

∂s

∂γk

∂u

∂γl

∂t
Γj

kl

= g

(
∂2γ

∂t∂s
,
∂γ

∂u

)
+ g

(
∂γ

∂s
,

∂2γ

∂t∂u

)
+

∂gij

∂t

∂γi

∂s

∂γj

∂u
− ∂γk

∂s

∂γl

∂t

∂γj

∂u
Γkl,j − ∂γi

∂s

∂γk

∂u

∂γl

∂t
Γj

kl,i

= g

(
∂2γ

∂t∂s
,
∂γ

∂u

)
+ g

(
∂γ

∂s
,

∂2γ

∂t∂u

)
+∂kgij

∂γk

∂t

∂γi

∂s

∂γj

∂u
− ∂γi

∂s

∂γk

∂t

∂γj

∂u
Γki,j − ∂γi

∂s

∂γj

∂u

∂γk

∂t
Γkj,i

= g

(
∂2γ

∂t∂s
,
∂γ

∂u

)
+ g

(
∂γ

∂s
,

∂2γ

∂t∂u

)
.

�

In case M ⊂ N it is often convenient to calculate the mixed partials in N first
and then project them onto M . For each p ∈ M we use the orthogonal projection
projM : TpN → TpM. The next proposition shows that this is a valid way of
calculating mixed partials.

Proposition 16. (Mixed partials in submanifolds) If γ : Ω → M ⊂ N and
∂2γ

∂ti∂tj ∈ TpN is the mixed partial in N , then

projM

(
∂2γ

∂ti∂tj

)
∈ TpM

is the mixed partial in M.

Proof. Let ḡ be the Riemannian metric in N and g its restriction to the
submanifold M. We know that ∂2γ

∂tj∂ti ∈ TN satisfies

2ḡ

(
∂2γ

∂ti∂tj
,

∂γ

∂tk

)
=

∂

∂ti
ḡ

(
∂γ

∂tj
,

∂γ

∂tk

)
+

∂

∂tj
ḡ

(
∂γ

∂tk
,
∂γ

∂ti

)
− ∂

∂tk
ḡ

(
∂γ

∂ti
,

∂γ

∂tj

)
.

As ∂γ
∂ti ,

∂γ
∂tj , ∂γ

∂tk ∈ TM this shows that

2ḡ

(
∂2γ

∂ti∂tj
,

∂γ

∂tk

)
=

∂

∂ti
g

(
∂γ

∂tj
,

∂γ

∂tk

)
+

∂

∂tj
g

(
∂γ

∂tk
,
∂γ

∂ti

)
− ∂

∂tk
g

(
∂γ

∂ti
,

∂γ

∂tj

)
.

Next use that ∂γ
∂tk ∈ TM to alter the left hand side to

2ḡ

(
∂2γ

∂ti∂tj
,

∂γ

∂tk

)
= 2g

(
projM

(
∂2γ

∂ti∂tj

)
,

∂γ

∂tk

)
.

This shows that projM
(

∂2γ
∂ti∂tj

)
is the correct mixed partial in M. �

We shall use this way of calculating mixed partials in several situations below.
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2. Geodesics

We can now define the acceleration of a curve γ : I → M by the formula

γ̈ =
d2γ

dt2
.

In local coordinates this becomes

γ̈ =
d2γk

dt2
∂k +

dγi

dt

dγj

dt
Γk

ij∂k.

A C∞ curve γ : I → M is called a geodesic if γ̈ = 0. If γ is a geodesic, then
the speed |γ̇| = √

g (γ̇, γ̇) is constant, as

d

dt
g (γ̇, γ̇) = 2g (γ̈, γ̇) = 0.

So a geodesic is a constant-speed curve, or phrased differently, it is parametrized
proportionally to arc length. If |γ̇| ≡ 1, one says that γ is parametrized by arc
length.

If r : U → R is a distance function, then we know that for ∂r = ∇r we have
∇∂r

∂r = 0. The integral curves for ∇r = ∂r are therefore geodesics. Below we
shall develop a theory for geodesics independently of distance functions and then
use this to show the existence of distance functions.

Geodesics are fundamental in the study of the geometry of Riemannian mani-
folds in the same way that straight lines are fundamental in Euclidean geometry. At
first sight, however, it is not even clear that there are going to be any nonconstant
geodesics to study on a general Riemannian manifold. In this section we are go-
ing to establish that every Riemannian manifold has many non-constant geodesics.
Informally speaking, we can find a unique one at each point with a given tangent
vector at that point. However, the question of how far it will extend from that
point is subtle. To deal with the existence and uniqueness questions, we need to
use some information from differential equations.

In local coordinates on U ⊂ M the equation for a curve to be a geodesic is:

0 = γ̈

=
d2γk

dt2
∂k +

dγi

dt

dγj

dt
Γk

ij∂k

Thus, the curve γ : I → U is a geodesic if and only if the coordinate components
γk satisfy:

γ̈k(t) = −γ̇i(t)γ̇j(t)Γk
ji|γ(t)

for k = 1, . . . , n. Because this is a second-order system of differential equations,
we expect an existence and a uniqueness result for the initial value problem of
specifying value and first derivative, i.e.,

γ (0) = q,

γ̇ (0) = γ̇i (0) ∂i|q.
But because the system is nonlinear, we are not entitled to expect that solutions
will exist for all t.

The precise statements obtained from the theory of ordinary differential equa-
tions are a bit of a mouthful, but we might as well go for the whole thing right
off the bat, since we shall need it all eventually. Still working in our coordinate
situation, we get the following facts:
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Theorem 10. (Local Uniqueness) Let I1 and I2 be intervals with t0 ∈ I1∩I2, if
γ1 : I1 → U and γ2 : I2 → U are geodesics with γ1(t0) = γ2(t0) and γ̇1(t0) = γ̇2(t0),
then γ1|I1∩I2 = γ2|I1∩I2 .

Theorem 11. (Existence) For each p ∈ U and v ∈ Rn, there is a neighborhood
V1 of p, a neighborhood V2 of v, and an ε > 0 such that for each q ∈ V1 and w ∈ V2,
there is a geodesic γq,w : (−ε, ε) → U with

γ(0) = q,

γ̇(0) = wi∂i|q.
Moreover, the mapping

(q, w, t) → γq,w(t)

is C∞ on V1 × V2 × (−ε, ε).

It is worthwhile to consider what these assertions become in informal terms.
The existence statement includes not only “small-time” existence of a geodesic with
given initial point and initial tangent, it also asserts a kind of local uniformity for
the interval of existence. If you vary the initial conditions but don’t vary them
too much, then there is a fixed interval (−ε, ε) on which all the geodesics with the
various initial conditions are defined. Some or all may be defined on larger intervals,
but all are defined at least on (−ε, ε).

The uniqueness assertion amounts to saying that geodesics cannot be tangent
at one point without coinciding. Just as two straight lines that intersect and have
the same tangent (at the point of intersection) must coincide, so two geodesics with
a common point and equal tangent at that point must coincide.

Both of the differential equations statements are for geodesics with image in a
fixed coordinate chart. By relatively simple covering arguments these statements
can be extended to geodesics not necessarily contained in a coordinate chart. Let
us begin with the uniqueness question:

Lemma 7. (Global Uniqueness) Let I1 and I2 be open intervals with t0 ∈ I1∩I2,
if γ1 : I1 → M and γ2 : I2 → M are geodesics with γ1(t0) = γ2(t0) and γ̇1(t0) =
γ̇2(t0), then γ1|(I1∩I2) = γ2|(I1∩I2).

Proof. Define

A = {t ∈ I1 ∩ I2 : γ1(t) = γ2(t), γ̇1(t) = γ̇2(t)}.
Then t0 ∈ A. Also, A is closed in I1∩I2 by continuity of γ1, γ2, γ̇1, and γ̇2. Finally,
A is open, by virtue of the local uniqueness statement for geodesics in coordinate
charts: if t1 ∈ A, then choose a coordinate chart U around γ1(t1) = γ2(t1). Then
(t1 − ε, t1 + ε) ⊂ I1 ∩ I2 and γi|(t1−ε,t1+ε) both have images contained in U . The
coordinate uniqueness result then shows that γ1|(t1−ε,t1+ε) = γ2|(t1−ε,t1+ε), so that
(t1 − ε, t1 + ε) ⊂ A. �

The coordinate-free global existence picture is a little more subtle. The first,
and easy, step is to notice that if we start with a geodesic, then we can enlarge its
interval of definition to be maximal. This follows from the uniqueness assertions:
If we look at all geodesics γ : I → M, 0 ∈ I, γ(0) = p, γ̇(0) = v, p and v fixed,
then the union of all their domains of definition is a connected open subset of R on
which such a geodesic is defined. And clearly its domain of definition is maximal.
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The next observation, also straightforward, is that if K̂ is a compact subset
of TM , then there is an ε > 0 such that for each (q, v) ∈ K̂, there is a geodesic
γ : (−ε, ε) → M with γ(0) = q and γ̇(0) = v. This is an immediate application of
the local uniformity part of the differential equations existence statement together
with the usual covering-of-compact-set argument.

The next point to ponder is what happens when the maximal domain of defini-
tion is not all of R. For this, let I be a connected open subset of R that is bounded
above, i.e., I has the form (−∞, b), b ∈ R or (a, b), a, b ∈ R. Suppose γ : I → M is a
maximal geodesic. Then γ(t) must have a specific kind of behavior as t approaches
b : If K is any compact subset of M, then there is a number tK < b such that if
tK < t < b, then γ(t) ∈ M −K. We say that γ leaves every compact set as t → b.

To see why γ must leave every compact set, suppose K is a compact set it
doesn’t leave, i.e., suppose there is a sequence t1, t2, . . . ∈ I with lim tj = b and
γ(tj) ∈ K for each j. Now |γ̇(tj)| is independent of j, since geodesics have constant
speed. So {γ̇(tj) : j = 1, . . .} lies in a compact subset of TM , namely,

K̂ = {vq : q ∈ K, v ∈ TqM, |v| ≤ |γ̇|}.
Thus there is an ε > 0 such that for each vq ∈ K̂, there is a geodesic γ : (−ε, ε) → M
with γ(0) = q, γ̇(0) = v. Now choose tj such that b− tj < ε/2. Then γq,v patches
together with γ to extend γ: beginning at tj we can continue γ by ε, which takes
us beyond b, since tj is within ε/2 of b. This contradicts the maximality of I.

One important consequence of these observations is what happens when M
itself is compact:

Lemma 8. If M is a compact Riemannian manifold, then for each p ∈ M and
v ∈ TpM , there is a geodesic γ : R → M with γ(0) = p, γ̇(0) = v. In other words,
geodesics exist for all time.

A Riemannian manifold where all geodesics exist for all time is called geodesi-
cally complete.

A slightly trickier point is the following: Suppose γ : I → M is a geodesic and
0 ∈ I, where I is a bounded connected open subset of R. Then we would like to
say that for q ∈ M near enough to γ(0) and v ∈ TqM near enough to γ̇(0) there is
a geodesic γq,v with q, v as initial position and tangent, respectively, and with γq,v

defined on an interval almost as big as I. This is true, and it is worth putting in
formal language:

Lemma 9. Suppose γ : [a, b] → M is a geodesic on a compact interval. Then
there is a neighborhood U in TM of γ̇(0) such that if v ∈ U, then there is a geodesic

γv : [a, b] → M

with γ̇v(0) = v.

Proof. Subdivide the interval a = b0 < b1 < · · · < bk = b in such a way that
we have neighborhoods Vi of γ̇ (bi) where any geodesic γ : [bi, bi + ε) → M with
γ̇ (bi) ∈ Vi is defined on [bi, bi+1] . Using that the map (t, v) → γv (t) is continuous,
where γ is the geodesic with γ̇ (0) = v we can select a new neighborhood U0 ⊂ V0

of γ̇ (b0) such that γ̇v (b1) ∈ V1 for v ∈ U0. Next select U1 ⊂ U0 so that γ̇v (b2) ∈ V2

for v ∈ U1 etc. In this way we get the desired neighborhood U = Uk−1 in at most
k steps. �
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(1, 0)

Figure 5.1

Figure 5.2

All this seems a bit formal, pedantic and perhaps abstract as well, in the
absence of explicitly computed examples. First, one can easily check that geodesics
in Euclidean space are straight lines. Using this observation it is simple to give
examples of the above ideas by taking M to be open subsets of R2 with its usual
metric.

Example 28. In the plane R2 minus one point, say R2 − {(1, 0)} the unit
speed geodesic from (0, 0) with tangent (1, 0) is defined on (−∞, 1) only. But nearby
geodesics from (0, 0) with tangents (1 + ε1, ε2), ε1, ε2 small, ε2 �= 0, are defined on
(−∞,∞). Thus maximal intervals of definition can jump up in size, but, as already
noted, not down. See also Figure 5.1.

Example 29. On the other hand, for the region

{(x, y) : |xy| < 1},
the curve t → (t, 0) is a geodesic defined on all of R that is a limit of unit speed
geodesics t → (t, ε), ε → 0, each of which is defined only on a finite interval(−1

ε , 1
ε

)
. Note that as required, the endpoints of these intervals go to infinity (in

both directions). See also Figure 5.2.

The reader should think through these examples and those in the exercises very
carefully, since geodesic behavior is a fundamental topic in all that follows.

Example 30. We think of the spheres (Sn(r), can) = Sn
r−2 as being in Rn+1.

The acceleration of a curve γ : I → Sn(r) can be computed as the Euclidean ac-
celeration projected onto Sn(r). Thus γ is a geodesic iff γ̈ is normal to Sn(r).
This means that γ̈ and γ should be proportional as vectors in Rn+1. Great circles
γ(t) = a cos(αt) + b sin(αt), where a, b ∈ Rn+1, |a| = |b| = r, and a ⊥ b, clearly
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Equator

Equator

Figure 5.3

Figure 5.4

have this property. Furthermore, since γ(0) = a ∈ Sn(r) and γ̇(0) = αb ∈ TaSn(r),
we see that we have a geodesic for each initial value problem.

We can easily picture great circles on spheres as depicted in Figure 5.3. Still, it
is convenient to have a different way of understanding this. For this we project the
sphere orthogonally onto the plane containing the equator. Thus the north and south
poles are mapped to the origin. As all geodesics are great circles, they must project
down to ellipses that have the origin as center and whose greater axis has length r.
Of course, this simply describes exactly the way in which we draw three-dimensional
pictures on paper.

Example 31. We think of Sn
−r−2 as a hypersurface in Minkowski space R1,n.

In this case the acceleration is still the projection of the acceleration in Minkowski
space. In Minkowski space the acceleration in the usual coordinates is the same as
the Euclidean acceleration. Thus we just have to find the Minkowski projection onto
the hypersurface. By analogy with the sphere, one might guess that the hyperbolae
γ(t) = a cosh(αt) + b sinh(αt), a, b ∈ R1,n, |a|2 = −r2, |b|2 = r2, and a ⊥ b all in
the Minkowski sense, are our geodesics. And indeed this is true.

This time the geodesics are hyperbolae. Drawing several of them on the space
itself as seen in Minkowski space is not so easy. However, as with the sphere we
can resort to the trick of projecting hyperbolic space onto the plane containing the
last n coordinates. The geodesics there can then be seen to be hyperbolae whose
asymptotes are straight lines through the origin. See also Figure 5.4.
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Example 32. On a Lie group G with a left-invariant metric one might suspect
that the geodesics are the integral curves for the left-invariant vector fields. This in
turn is equivalent to the assertion that ∇XX ≡ 0 for all left-invariant vector fields.
But our Lie group model for the upper half plane does not satisfy this. However, we
did show in chapter 3 that ∇XX = 1

2 [X,X] = 0 when the metric is bi-invariant and
X is left-invariant. Moreover, all compact Lie groups admit bi-invariant metrics
(see exercises to chapter 1).

3. The Metric Structure of a Riemannian Manifold

The positive definite inner product structures on the tangent space of a Rie-
mannian manifold automatically give rise to a concept of lengths of tangent vectors.
From this one can obtain an idea of the length of a curve as the integral of the length
of its velocity vector field. This is a direct extension of the usual calculus concept
of the length of curves in Euclidean space. Indeed, the definition of Riemannian
manifolds is motivated from the beginning by lengths of curves. The situation is
turned around a bit from that of Rn, though: On Euclidean spaces, we have in
advance a concept of distance between points. Thus, the definition of lengths of
curves is justified by the fact that the length of a curve should be approximated
by sums of distances for a fine subdivision (e.g., a fine polygonal approximation).
For Riemannian manifolds, there is no immediate idea of distance between points.
Instead, we have a natural idea of (tangent) vector length, hence curve length, and
we shall use the length-of-curve idea to define distance between points. The goal
of this section is to carry out these constructions in detail.

First, recall that a mapping γ : [a, b] → M is a piecewise C∞ curve if γ is
continuous and if there is a partition a = a1 < a2 < . . . < ak = b of [a, b] such that
γ|[ai,ai+1] is C∞ for i = 1, . . . , k−1. Occasionally it will be convenient to work with
curves that are merely absolutely continuous. A curve γ : [a, b] → Rn is absolutely
continuous if the derivative exists almost everywhere and γ (t) = γ (a)+

∫ t

a
γ̇ (s) ds.

If F : Rn → Rn is a diffeomorphism, then we see that also F ◦ γ is absolutely
continuous. Thus it makes sense to work with absolutely continuous curves in
smooth manifolds.

Let γ : [a, b] → M be a piecewise C∞ (or merely absolutely continuous) curve
in a Riemannian manifold. Then the length �(γ) is defined as follows:

�(γ) =
∫ b

a

|γ̇(t)| dt =
∫ b

a

√
g (γ̇(t), γ̇(t))dt.

It is clear from the definition that the function t → |γ̇(t)| is integrable in the
Riemann (or Lebesgue) integral sense, so �(γ) is a well-defined finite, nonnegative
number. The chain and substitution rules show that �(γ) is invariant under repara-
metrization. A curve γ : [a, b] → M is said to be parametrized by arc length if
�(γ|[a,t]) = t − a for all t ∈ [a, b], or equivalently, if |γ̇(t)| = 1 at all smooth points
t ∈ [a, b]. A curve γ : [a, b] → M such |γ̇(t)| > 0 wherever it is smooth can be
reparametrized by arc length without changing the length of the curve. To see this
consider

s = ϕ(t) =
∫ t

a

|γ̇(τ)| dτ.

Thus ϕ is strictly increasing on [a, b], and the curve γ ◦ ϕ−1 : [0, �(γ)] → M has
tangent vectors of unit length at all points where it is smooth. A slightly stickier,
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and often ignored, point is what happens to curves that have stationary points. We
can still construct the integral:

s = ϕ(t) =
∫ t

a

|γ̇(τ)| dτ,

but we can’t find a smooth inverse to ϕ if γ̇ is zero somewhere. We can, however,
find a curve σ : [0, �(γ)] → M such that

γ (t) = (σ ◦ ϕ) (t) = σ (s) .

To ensure that σ is well-defined we just have to check that γ (t1) = γ (t2) if ϕ (t1) =
ϕ (t2) . The latter equality, however, implies that |γ̇| = 0 (almost everywhere) on
[t1, t2] so it does follow that γ (t1) = γ (t2) . We now need to check that σ has unit
speed. This is straightforward at points where γ̇ �= 0, but at the stationary points
for γ it is not even clear that σ is differentiable. In fact it need not be if γ has
a cusp-like singularity. The set of trouble points is the set of critical values for ϕ
so it is at least a set of measure zero (this is simply Sard’s theorem for functions
R → R). This shows that we can still define the length of σ as

� (σ) =
∫ �(γ)

0

|σ̇| ds

and that σ is parametrized by arclength. In this way we have constructed a gen-
eralized reparametrization of γ, that is parametrized by arclength. Note that even
if we start with a smooth curve γ the reparametrized curve σ might just be ab-
solutely continuous. It is therefore quite natural to work with the larger class of
absolutely continuous curves. Nevertheless, we have chosen to mostly stay with the
more mundane piecewise smooth curves as they suffice for developing the theory
Riemannian manifolds.

We are now ready to introduce the idea of distance between points. First, for
each pair of points p, q ∈ M we define the path space

Ωp,q = {γ : [0, 1] → M : γ is piecewise C∞ and γ(0) = p, γ(1) = q}.
We can then define the distance d(p, q) between points p, q ∈ M as

d(p, q) = inf{�(γ) : γ ∈ Ωp,q}.
It follows immediately from this condition that d(p, q) = d(q, p) and d(p, q) ≤
d(p, r) + d(r, q). The fact that d(p, q) = 0 only when p = q will be established
below. Thus, d( , ) satisfies all the properties of a metric.

As for metric spaces, we have various metric balls defined via the metric

B (p, r) = {x ∈ M : d (p, x) < r} ,

B̄ (p, r) = D (p, r) = {x ∈ M : d (p, x) ≤ r} .

More generally, we can define the distance between subsets A,B ⊂ M as

d (A,B) = inf {d (p, q) : p ∈ A, q ∈ B} .

With this we then have

B (A, r) = {x ∈ M : d (A, x) < r} ,

B̄ (A, r) = D (A, r) = {x ∈ M : d (A, x) ≤ r} .

The infimum of curve lengths in the definition of d(p, q) can fail to be re-
alized. This is illustrated, for instance, by the “punctured plane” R2 − {(0, 0)}
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(–1, 0) (0, 0) (1, 0)

Figure 5.5

with the usual Riemannian metric of R2 restricted to R2 − {(0, 0)}. The distance
d((−1, 0), (1, 0)) = 2, but this distance is not realized by any curve, since every
curve of length 2 in R2 from (−1, 0) to (1, 0) passes through (0, 0) (see Figure 5.5).
In a sense that we shall explore later, R2−{(0, 0)} is incomplete. For the moment,
we introduce some terminology for the cases where the infimum d(p, q) is realized.

A curve σ ∈ Ω(p, q) is a segment if �(σ) = d(p, q) and σ is parametrized
proportionally to arc length, i.e., |σ̇| is constant on the set where σ is smooth.

Example 33. In Euclidean space Rn , segments according to this definition
are straight line segments parametrized with constant speed, i.e. curves of the form
t → p + t · v. In Rn, each pair of points p, q is joined by a segment t → p + t(q − p)
that is unique up to reparametrization.

Example 34. In S2(1) segments are portions of great circles with length ≤ π.
(We assume for the moment some basic observations of spherical geometry: these
will arise later as special cases of more general results.) Every two points are joined
by a segment, but there may be more than one segment joining a given pair if the
pair are far enough apart, i.e., each pair of antipodal points is joined by infinitely
many distinct segments.

Example 35. In R2 − {(0, 0)}, as already noted, not every pair of points is
joined by a segment.

Later we shall show that segments are always geodesics. Conversely, geodesics
are segments if they are short enough; precisely, if γ is a geodesic defined on an
open interval containing 0, then γ|[0,ε] is a segment for all sufficiently small ε > 0.
Furthermore, we shall show that each pair of points in a Riemannian manifold
can be joined by at least one segment provided that the Riemannian manifold is
complete as a metric space in the metric just defined. This result explains what
is “wrong” with the punctured plane. It also explains why spheres have to have
segments between each pair of points: compact spaces are always complete in any
metric compatible with the (compact) topology.

Some work needs to be done before we can prove these general statements. To
start with, let us dispose of the question of compatibility of topologies.

Theorem 12. The metric topology obtained from the distance d( , ) on a Rie-
mannian manifold is the same as the manifold topology.

Proof. Fix p ∈ M and a coordinate neighborhood U of p such that xi (p) = 0.
We assume in addition that gij |p = δij . On U we have the given Riemannian metric
g and also the Euclidean metric g0 defined by

g0 (∂i, ∂j) = δij .
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Thus g0 is constant and equal to g at p. Finally we can after possibly shrinking U
also assume that

U = Bg0 (p, ε)
= {x ∈ U : dg0 (p, x) < ε}
=

{
x ∈ U :

√
(x1)2 + · · ·+ (xn)2 < ε

}
.

Thus the Euclidean distance is

dg0 (p, x) =
√

(x1)2 + · · ·+ (xn)2.

For x ∈ U we can compare these two metrics as follows: There are continuous
functions: λ, µ : U → (0,∞) such that if v ∈ TxM, then

λ (x) |v|g0
≤ |v|g ≤ µ (x) |v|g0

.

Moreover, λ (x) , µ (x) → 1 as x → p.
Now let c : [0, 1] → M be a curve from p to x ∈ U.
1: If c is a straight line in the Euclidean metric, then it lies in U and

dg0 (p, x) = �g0 (c)

=
∫ 1

0

|ċ|g0
dt

≥ 1
max µ (c (t))

∫ 1

0

|ċ|g dt

=
1

max µ (c (t))
�g (c)

≥ 1
max µ (c (t))

dg (p, x) .

2: If c lies entirely in U then

�g (c) =
∫ 1

0

|ċ|g dt

≥ (min λ (c (t)))
∫ 1

0

|ċ|g0
dt

≥ (min λ (c (t))) dg0 (p, x) .

3: If c leaves U, then there will be a smallest t0 such that c (t0) /∈ U, then

�g (c) ≥
∫ t0

0

|ċ|g dt

≥ (min λ (c (t)))
∫ t0

0

|ċ|g0
dt

≥ (min λ (c (t))) ε

≥ (min λ (c (t))) dg0 (p, x) .

By possibly shrinking U again we can now guarantee that min λ ≥ λ0 > 0 and
max µ ≤ µ0 < ∞. We have then proven that

dg (p, x) ≤ µ0dg0 (p, x)
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and

λ0dg0 (p, x) ≤ inf �g (c)
= dg (p, x) .

Thus the Euclidean and Riemannian distances are comparable on a neighbor-
hood of p. This shows that the metric topology and the manifold topology (coming
from the Euclidean distance) are equivalent. It also shows that p = q if d (p, q) = 0.

Finally note that

lim
x→p

dg (p, x)
dg0 (p, x)

= 1

since λ (x) , µ (x) → 1 as x → p. �

Just as compact Riemannian manifolds are automatically geodesically com-
plete, this theorem also shows that such spaces are metrically complete.

Corollary 2. If M is a compact manifold and g is a Riemannian metric on
M , then (M,dg) is a complete metric space, where dg is the Riemannian distance
function determined by g.

Let us relate these new concepts to our distance functions from chapter 2.

Lemma 10. Suppose r : U → R is a smooth distance function and U ⊂ (M, g)
is open, then the integral curves for ∇r are segments in (U, g) .

Proof. Fix p, q ∈ U and let γ(t) : [0, b] → U be a curve from p to q. Then

�(γ) =
∫ b

0

|γ̇|dt

=
∫ b

0

|∇r| · |γ̇|dt

≥
∫ b

0

|g (∇r, γ̇)| dt

≥
∣∣∣∣∣
∫ b

0

d (r ◦ γ) dt

∣∣∣∣∣
= |r(q)− r(p)| .

Here the first inequality is the Cauchy-Schwarz inequality. This shows that

d (p, q) ≥ |r (q)− r (p)| .
If we choose γ as an integral curve for ∇r, i.e., γ̇ = ∇r ◦ γ, then equality holds in
the Cauchy-Schwarz inequality and d (r ◦ γ) > 0. Thus

�(γ) = |r(q)− r(p)| .
This shows that integral curves must be segments. Notice that we only considered
curves in U , and therefore only established the result for (U, g) and not (M, g). �

Example 36. Let M = S1 × R and U =
(
S1 − {ei0}) × R. On U we have

the distance function u(θ, x) = θ, θ ∈ (0, 2π). The previous lemma shows that any
curve γ(t) = (eit, r0), t ∈ I, where I does not contain 0 is a segment in U . If,
however, the length of I is > π, then such curves can clearly not be segments in M .
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The functional distance dF between points in a manifold is defined as

dF (p, q) = sup{|f(p)− f(q)| : f : M → R has |∇f | ≤ 1 on M}.
This distance is always smaller than the arclength distance. One can, however,

show as before that it generates the standard manifold topology. In fact, after we
have established the existence of smooth distance functions, it will become clear
that the two distances are equal provided p and q are sufficiently close to each other.

4. First Variation of Energy

In this section we shall study the arclength functional

� (γ) =
∫ 1

0

|γ̇| dt,

γ ∈ Ωp,q

in further detail. The minima, if they exist, are pre-segments. That is, they have
minimal length but we are not guaranteed that they have the correct parametriza-
tion. We also saw that in some cases suitable geodesics minimize this functional.
One problem with this functional is that it is invariant under change of parame-
trization. Minima, if they exist, therefore do not come with a fixed parameter. This
problem can be overcome, at the expense of geometric intuition, by considering the
energy functional

E (γ) =
1
2

∫ 1

0

|γ̇|2 dt,

γ ∈ Ωp,q.

This functional measures the total kinetic energy of a particle traveling along γ
with the speed dictated by γ. We start by showing that these two functionals have
the same minima.

Proposition 17. If σ ∈ Ωp,q is a constant speed curve that minimizes � :
Ωp,q → [0,∞), then σ also minimizes E : Ωp,q → [0,∞). Conversely if σ ∈ Ωp,q

minimizes E : Ωp,q → [0,∞), then σ also minimizes � : Ωp,q → [0,∞).

Proof. The Cauchy-Schwarz inequality for functions tells us that

� (γ) =
∫ 1

0

|γ̇| · 1dt

≤
√∫ 1

0

|γ̇|2 dt

√∫ 1

0

12dt

=

√∫ 1

0

|γ̇|2 dt

=
√

2E (γ),

with equality holding iff |γ̇| = c · 1 for some constant c, i.e., γ has constant speed.
In case γ is only absolutely continuous this inequality still holds. Moreover, when
equality holds the speed is constant wherever it is defined. Let σ ∈ Ωp,q be a
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constant speed curve that minimizes � and γ ∈ Ωp,q. Then

E (σ) =
1
2

(� (σ))2

≤ 1
2

(� (γ))2

≤ E (γ) ,

so σ also minimizes E.
Conversely let σ ∈ Ωp,q minimize E and γ ∈ Ωp,q. If γ does not have con-

stant speed we can without changing its length reparametrize it to an absolutely
continuous curve γ̄ that has constant speed almost everywhere. Then

� (σ) ≤
√

2E (σ)

≤
√

2E (γ̄)
= � (γ̄)
= � (γ) .

�

Our next goal is to show that minima of E must be geodesics. To do this
we have to develop the first variation formula for energy. A variation of a curve
γ : I → M is a family of curves γ̄ : (−ε, ε) × [a, b] → M, such that γ̄ (0, t) = γ (t)
for all t ∈ [a, b] . We say that such a variation is piecewise smooth if it is continuous
and we can partition [a, b] in to intervals [ai, ai+1] , i = 0, ...,m − 1, in such a way
that γ̄ : (−ε, ε)× [ai, ai+1] → M is smooth. Thus the curves t → γs (t) = γ̄ (s, t) are
all piecewise smooth, while the curves s → γ̄ (s, t) are smooth. The velocity field
for this variation is the field ∂γ̄

∂t which is well-defined on each interval [ai, ai+1] . At
the break points ai, there are two possible values for this field; a right derivative
and a left derivative:

∂γ̄

∂t+
|(s,ai) =

∂γ̄|[ai,ai+1]

∂t
|(s,ai),

∂γ̄

∂t−
|(s,ai) =

∂γ̄|[ai−1,ai]

∂t
|(s,ai).

The variational field is defined as ∂γ̄
∂s . This field is well-defined everywhere. It is

smooth on each (−ε, ε)× [ai, ai+1] and continuous on (−ε, ε)× I. The special case
where a = 0, b = 1, γ̄ (s, 0) = p and γ̄ (s, 1) = q for all s is of special importance as
all of the curves γs ∈ Ωp,q. Such variations are called proper variations of γ.

Lemma 11. (The First Variation Formula) Let γ̄ : (−ε, ε) × [a, b] → M be a
piecewise smooth variation, then

dE (γs)
ds

= −
∫ b

a

g

(
∂2γ̄

∂t2
,
∂γ̄

∂s

)
dt + g

(
∂γ̄

∂t−
,
∂γ̄

∂s

)∣∣∣∣
(s,b)

− g

(
∂γ̄

∂t+
,
∂γ̄

∂s

)∣∣∣∣
(s,a)

+
m−1∑
i=1

g

(
∂γ̄

∂t−
− ∂γ̄

∂t+
,
∂γ̄

∂s

)∣∣∣∣
(s,ai)

.
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Proof. It suffices to prove the formula for smooth variations as we can oth-
erwise split up the integral into parts that are smooth:

E (γs) =
∫ b

a

∣∣∣∣∂γ̄

∂t

∣∣∣∣2 dt

=
m−1∑
i=0

∫ ai+1

ai

∣∣∣∣∂γ̄

∂t

∣∣∣∣2 dt

and apply the formula to each part of the variation.
For a smooth variation γ̄ : (−ε, ε)× [a, b] → M we have

dE (γs)
ds

=
d

ds

1
2

∫ b

a

g

(
∂γ̄

∂t
,
∂γ̄

∂t

)
dt

=
1
2

∫ b

a

∂

∂s
g

(
∂γ̄

∂t
,
∂γ̄

∂t

)
dt

=
∫ b

a

g

(
∂2γ̄

∂s∂t
,
∂γ̄

∂t

)
dt

=
∫ b

a

g

(
∂2γ̄

∂t∂s
,
∂γ̄

∂t

)
dt

=
∫ b

a

∂

∂t
g

(
∂γ̄

∂s
,
∂γ̄

∂t

)
dt−

∫ b

a

g

(
∂γ̄

∂s
,
∂2γ̄

∂t2

)
dt

= g

(
∂γ̄

∂s
,
∂γ̄

∂t

)∣∣∣∣b
a

−
∫ b

a

g

(
∂γ̄

∂s
,
∂2γ̄

∂t2

)
dt

= −
∫ b

a

g

(
∂γ̄

∂s
,
∂2γ̄

∂t2

)
dt + g

(
∂γ̄

∂s
,
∂γ̄

∂t

)∣∣∣∣
(s,b)

− g

(
∂γ̄

∂s
,
∂γ̄

∂t

)∣∣∣∣
(s,a)

.

�

We can now completely characterize the local minima for the energy functional.

Theorem 13. (Characterization of local minima) If γ ∈ Ωp,q is a local mini-
mum for E : Ωp,q → [0,∞), then γ is a smooth geodesic.

Proof. The assumption guarantees that

dE (γs)
ds

= 0

for any proper variation of γ. The trick now is to find appropriate variations. In
fact, if V (t) is any vector field along γ (t) , i.e., V (t) ∈ Tγ(t)M, then there is a
variation so that V (t) = ∂γ

∂s |(0,t). One such variation is gotten by declaring that
the variational curves s → γ (s, t) are geodesics with ∂γ

∂s |(0,t) = V (t) . As geodesics
vary nicely with respect to the initial data this variation will be as smooth as V is.
Finally, if V (a) = 0 and V (b) = 0, then the variation is proper.



4. FIRST VARIATION OF ENERGY 129

Using such a variational field the first variation formula at s = 0 only depends
on γ itself and the variational field V

dE (γs)
ds

|s=0 = −
∫ b

a

g (γ̈, V ) dt + g

(
dγ

dt−
(b) , V (b)

)
− g

(
dγ

dt+
(a) , V (a)

)
+

m−1∑
i=1

g

(
dγ

dt−
(ai)− dγ

dt+
(ai) , V (ai)

)

= −
∫ b

a

g (γ̈, V ) dt +
m−1∑
i=1

g

(
dγ

dt−
(ai)− dγ

dt+
(ai) , V (ai)

)
.

We now specify V further. First select V (t) = λ (t) γ̈ (t) , where λ (ai) = 0
at the break points ai where γ might not be smooth, and also λ (a) = λ (b) = 0.
Finally assume that λ (t) > 0 elsewhere. Then

0 =
dE (γs)

ds
|s=0

= −
∫ b

a

g (γ̈, λ (t) γ̈) dt

= −
∫ b

a

λ (t) |γ̈|2 dt.

Since λ (t) > 0 where γ̈ is defined it must follow that γ̈ = 0 at those points. Thus
γ is a broken geodesic. Next select a general variational field V such that

V (ai) =
dγ

dt−
(ai)− dγ

dt+
(ai) ,

V (a) = V (b) = 0

and otherwise arbitrary, then we obtain

0 =
dE (γs)

ds
|s=0

=
m−1∑
i=1

g

(
dγ

dt−
(ai)− dγ

dt+
(ai) , V (ai)

)

=
m−1∑
i=1

∣∣∣∣ dγ

dt−
(ai)− dγ

dt+
(ai)

∣∣∣∣2 .

This forces
dγ

dt−
(ai) =

dγ

dt+
(ai)

and hence the broken geodesic has the same velocity from the left and right at the
places where it is potentially broken. Uniqueness of geodesics then shows that γ is
a smooth geodesic. �

This also shows:

Corollary 3. (Characterization of segments) Any piecewise smooth segment
is a geodesic.

While this result shows precisely what the local minima of the energy functional
must be it does not guarantee that geodesics are local minima. In Euclidean space
all geodesics are minimal as they are the integral curves for globally defined distance
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tv
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Figure 5.6

functions: u (x) = v · x, where v is a unit vector. On the unit sphere, however, no
geodesic of length > π can be locally minimizing. Since such geodesics always form
part of a great circle, we see that the complement of the geodesic in the great
circle has length < π. This shows that the geodesic can’t be an absolute minimum.
However, we can also easily construct a variation where the nearby curves are all
shorter. We shall spend much more time on these issues in the subsequent sections
as well as the next chapter. Certainly much more work has to be done before we
can say more about when geodesics are minimal. The above proof does, however,
tell us that a geodesic γ ∈ Ωp,q is always a stationary point for E : Ωp,q → [0,∞),
in the sense that

dE (γs)
ds

|s=0 = 0

for all proper variations of γ.

5. The Exponential Map

For a tangent vector v ∈ TpM , let γv be the unique geodesic with γ (0) = p
and γ̇(0) = v, and [0, �v) the nonnegative part of the maximal interval on which γ
is defined. Notice that γαv(t) = γv(αt) for all α > 0 and t < �αv. In particular,
�αv = α−1�v. Let Op ⊂ TpM be the set of vectors v such that 1 < �v, so that γv(t)
is defined on [0, 1]. Then define the exponential map at p by

expp : Op → M

expp(v) = γv(1).

In the exercises to this chapter we have a problem that elucidates the relationship
between the just defined exponential map and the Lie group exponential map in-
troduced earlier. In Figure 5.6 we have shown how radial lines in the tangent space
are mapped to radial geodesics in M via the exponential map. The “homogeneity
property” γv(t) = γtv(1) shows that expp (tv) = γv (t). Given that, it is natural to
think of expp(v) in a polar coordinate representation: From p ones goes “distance”
|v| in the direction v/ |v|. This gives the point expp(v), since γv/|v|(|v|) = γv(1).

The individual expp maps can be combined to form a map exp :
⋃

Op → M by
setting exp |Op

= expp. This map exp is also called the exponential map.
The standard theory of ordinary differential equations that we have already

discussed tells us that the set O =
⋃

Op is open in TM and that exp : O → M is
smooth. In addition Op ⊂ TpM is open, and expp : Op → M is also smooth. It is
an important property that expp is in fact a local diffeomorphism around 0 ∈ TpM .
The details of this are given in the following:
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Proposition 18. If p ∈ M , then
(1)

D expp : T0(TpM) → TpM

is nonsingular at the origin of TpM . Consequently expp is a local diffeomorphism.
(2) Define E : O → M ×M by E(v) = (π(v), exp v), where π(v) is the base

point of v, i.e., v ∈ Tπ(v)M . Then for each p ∈ M and with it the zero vector,
0p ∈ TpM ,

DE : T(p,0p)(TM) → T(p,p)(M ×M)

is nonsingular. Consequently, E is a diffeomorphism from a neighborhood of the
zero section of TM onto an open neighborhood of the diagonal in M ×M .

Proof. The proofs of both statements are an immediate application of the
inverse function theorem, once a crucial observation has been made. This obser-
vation is as follows: Let I0 : TpM → T0TpM be the canonical isomorphism, i.e.,
I0(v) = d

dt (tv)|t=0. Now we recall that if v ∈ Op, then γv(t) = γtv(1) for all
t ∈ [0, 1]. Thus,

D expp(I0(v)) =
d

dt
expp(tv)|t=0

=
d

dt
γtv(1)|t=0

=
d

dt
γv(t)|t=0

= γ̇v(0)
= v.

In other words D expp ◦I0 is the identity map on TpM . This shows that D expp is
nonsingular. The second statement of (1) follows from the inverse function theorem.

The proof of (2) is again an exercise in unraveling tangent spaces and identifi-
cations. The tangent space T(p,p)(M ×M) is naturally identified with TpM ×TpM .
The tangent space T(p,0p)(TM) is also naturally identified to TpM × T0p

(TpM) �
TpM × TpM .

We know that E takes (p, v) to
(
p, expp (v)

)
. Note that varying p is just the

identity in the first coordinate, but something unpredictable in the second. While
if we fix p and vary v in TpM , then the first coordinate is fixed and we simply have
expp (v) in the second coordinate. This explains what the differential DE|(p,0p) is.
If we consider it as a linear map TpM ×TpM → TpM ×TpM, then it is the identity
on the first factor to the first factor, identically 0 from the second factor to the
first, and the identity from the second fact to the second factor as it is D expp ◦I0p

.
Thus it looks like [

I 0
∗ I

]
which is clearly nonsingular.

Now, the inverse function theorem gives (local) diffeomorphisms via E of neigh-
borhoods of (p, 0p) ∈ TM onto neighborhoods of (p, p) ∈ M ×M . Since E maps
the zero section of TM diffeomorphically to the diagonal in M ×M and the zero
section is a properly embedded submanifold of TM , it is easy to see that these local
diffeomorphisms fit together to give a diffeomorphism of a neighborhood of the zero
section in TM onto a neighborhood of the diagonal in M ×M . �
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All this formalism with the exponential maps yields some results with geometric
meaning. First, we get a coordinate system around p by identifying TpM with Rn

via an isomorphism, and using that the exponential map expp : TpM → M is a
diffeomorphism on a neighborhood of the origin. Such coordinates are called normal
(exponential) coordinates at p. They are unique up to how we choose to identify
TpM with Rn. Requiring this identification to be a linear isometry gives uniqueness
up to an orthogonal transformation of Rn. Later in the chapter we show that they
are indeed normal in the sense that the Christoffel symbols vanish at p.

The second item of geometric interest is the following idea: Thinking about S2

and great circles (which we know are geodesics), it is clear that we cannot say that
two points that are close together are joined by a unique geodesic. On S2 there
will be a short geodesic connection, but there will be other, long ones, too. What
might be hoped is that points that are close together would have a unique “short”
geodesic connecting them. This is exactly what (2) in the proposition says! As
long as we keep q1 and q2 near p, there is only one way to go from q1 to q2 via a
geodesic that isn’t very long, i.e., has the form expq1

tv, v ∈ Tq1M , with |v| small.
This will be made more useful and clear in the next section, where we show that
such short geodesics in fact are segments.

Suppose N is an embedded submanifold of M . The normal bundle of N in
M is the vector bundle over N consisting of the orthogonal complements of the
tangent spaces TpN ⊂ TpM.

TN⊥ = {v ∈ TpM : p ∈ N, v ∈ (TpN)⊥ ⊂ TpM} .

So for each p ∈ N , TpM = TpN ⊕ (TpN)⊥ is an orthogonal direct sum. Define
the normal exponential map exp⊥ by restricting exp to O ∩ TN⊥ so exp⊥ : O ∩
TN⊥ → M . As in part (2) of the previous proposition, one can show that D exp⊥

is nonsingular at 0p, p ∈ N . Then it follows that there is an open neighborhood U
of the zero section in TN⊥ on which exp⊥ is a diffeomorphism onto its image in
M . Such an image exp⊥(U) is called a tubular neighborhood of N in M , because if
N is a curve in R3 it looks like a solid tube around the curve.

6. Why Short Geodesics Are Segments

In the previous section, we saw that points that are close together on a Rie-
mannian manifold are connected by a short geodesic, and by exactly one short
geodesic in fact. But so far, we don’t have any real evidence that such short
geodesics are segments. In this section we shall prove that short geodesics are seg-
ments. Incidentally, several different ways of saying that a curve is a segment are
in common use: “minimal geodesic,” “minimizing curve,” “minimizing geodesic,”
and even “minimizing geodesic segment.”

The precise result we want to prove in this section is this:

Theorem 14. Suppose M is a Riemannian manifold, p ∈ M, and ε > 0 is
such that

expp : B (0, ε) → U ⊂ M

is a diffeomorphism onto its image in M . Then U = B (p, ε) and for each v ∈
B (0, ε), the geodesic γv : [0, 1] → M defined by

γv(t) = expp(tv)

is the unique segment in M from p to expp v.
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On U = expp(B(0, ε)) we have the function r(x) = | exp−1
p (x)|. That is, r

is simply the Euclidean distance function from the origin on B(0, ε) ⊂ TpM in
exponential coordinates. We know that∇r = ∂r = 1

r (xi∂i) in Cartesian coordinates
on TpM . The goal here is to establish:

Lemma 12. (The Gauss Lemma) On (U, g) the function r satisfies ∇r = ∂r,
where ∂r = D expp(∂r).

Let us see how this implies the Theorem.

Proof of Theorem. First observe that in B(0, ε) the integral curves for ∂r

are the line segments γ(s) = s · v
|v| of unit speed. The integral curves for ∂r on

U are therefore the unit speed geodesics γ(s) = exp
(
s · v

|v|
)
. Thus the Lemma

implies that r is a distance function on U . This shows that among curves from p to
q = exp(x) in U − {p}, the geodesic from p to q is the shortest curve, furthermore,
it has length < ε. In particular, U ⊂ B (p, ε) . To see that this geodesic is a segment
in M , we must show that any curve that leaves U has length > ε. Suppose we have
a curve γ : [0, b] → M from p to q that leaves U. Let a ∈ [0, b] be the largest value
so that γ (a) = p. Then γ|[a,b] is a shorter curve from p to q. Next let t0 ∈ (a, b)
be the first value for which γ(t0) /∈ U . Then γ|(a,t0) lies entirely in U − {p} and is
shorter than the original curve. We now see

�
(
γ|(a,t0)

)
=

∫ t0

a

|γ̇| dt

=
∫ t0

a

|∇r| · |γ̇| dt

≥
∫ t0

a

dr (γ̇) dt

= r (γ (t0))− r (γ (a))
= ε,

since r(p) = 0 and the values of r converge to ε as we approach ∂U . Thus γ is not
a segment from p to q.

Finally we have to show that B (p, ε) = U. We already have U ⊂ B (p, ε) .
Conversely if q ∈ B (p, ε) then it is joined to p by a curve of length < ε. The above
argument then shows that this curve lies in U. Whence B (p, ε) ⊂ U. �

Proof of Gauss Lemma. We select an orthonormal basis for TpM and in-
troduce Cartesian coordinates. These coordinates are then also used on B (p, ε) via
the exponential map. Denote these coordinates by (x1, . . . , xn) and the coordinate
vector fields by ∂1, . . . , ∂n. Then

r2 = (x1)2 + · · ·+ (xn)2,

∂r =
1
r
xi∂i.

To show that this is the gradient for r(x) on (M, g), we must prove that dr(v) =
g(∂r, v). We already know that

dr =
1
r
(x1dx1 + · · ·+ xndxn),

but we have no knowledge of g, since it is just some abstract metric.
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We prove that dr(v) = g(∂r, v) by using suitable vector fields in place of v. In
fact we are going to use Jacobi fields for r. Let us start with v = ∂r. The right
hand side is 1 as the integral curves for ∂r are unit speed geodesics. The left
hand side is also quickly computed to be 1. Next we take a rotation vector field
J = −xi∂j + xj∂i, i, j = 2, . . . , n, i < j. In dimension 2 this is simply the angular
field ∂θ. We immediately see that the left hand side vanishes: dr (J) = 0. For the
right hand side we first note that J really is a Jacobi field as L∂r

J = [∂r, J ] = 0.
Using that ∇∂r

∂r = 0 we then get

∂rg(∂r, J) = g(∇∂r
∂r, J) + g(∂r,∇∂r

J)
= 0 + g(∂r,∇∂r

J)
= −g(∂r,∇J∂r)

= −1
2
DJg(∂r, ∂r)

= 0.

Thus g(∂r, J) is constant along geodesics emanating from p. Next observe that

|g(∂r, J)| ≤ |∂r||J |
= |J |
≤ ∣∣xi

∣∣ |∂j |+
∣∣xj

∣∣ |∂i|
≤ r (x) (|∂i|+ |∂j |)

Continuity of D expp shows that ∂i, ∂j are bounded on B (p, ε) . Thus |g(∂r, J)| → 0
as r → 0. This shows that g(∂r, J) = 0. Finally we observe that any vector v is a
linear combination of ∂r and rotation vector fields. This proves the claim. �

There is an equivalent statement of the Gauss Lemma asserting that

expp : B (0, ε) → B (p, ε)

is a radial isometry :

g
(
D expp(∂r), D expp(v)

)
= gp (∂r, v)

on TpM . A careful translation process of the previous proof shows that this is
exactly what we have proved.

The next corollary is also an immediate consequence of the above theorem and
its proof.

Corollary 4. If x ∈ M and ε > 0 is such that expx : B (0, ε) → B (p, ε) is
defined and a diffeomorphism, then for each δ < ε,

expx(B(0, δ)) = B(x, δ),

and
expx(B̄(0, δ)) = B̄(x, δ).

7. Local Geometry in Constant Curvature

Let us restate what we have done in this chapter so far. Given p ∈ (M, g) we
found coordinates near p using the exponential map such that the distance function
r(x) = d(p, x) to p has the formula

r(x) =
√

(x1)2 + · · ·+ (xn)2.
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Furthermore, we showed that ∇r = ∂r. By calculating each side in the formula in
coordinates we get ∑

i,j

1
r
gijxj∂i = ∇r = ∂r =

1
r
xi∂i.

After equating the coefficients of these vector fields we obtain the following curious
relationship between the coordinates and the metric coefficients∑

j

gijxj = xi

which is equivalent to ∑
j

gijx
j = xi.

This relationship, as we shall see, fixes the behavior of gij around p up to first order
and shows that the coordinates are normal in the sense used in chapter 2.

Lemma 13.

gij = δij + O
(
r2

)
.

Proof. The fact that gij |p = δij follows from taking one partial derivative on
both sides of the above relation

δi
k = ∂kxi

= ∂k

∑
j

gijx
j

= (∂kgij) xj + gij∂kxj

= (∂kgij) xj + gik.

As xj (p) = 0, the claim follows. The fact that ∂kgij |p = 0 comes about by taking
two partial derivatives on both sides

0 = ∂l∂kxi

= ∂l

(
(∂kgij) xj

)
+ ∂lgik

= (∂l∂kgij) xj + ∂kgij∂lx
j + ∂lgik

= (∂l∂kgij) xj + ∂kgil + ∂lgik.

Evaluating at p then gives us

∂kgil|p + ∂lgik|p = 0.

Now combine this with the relations for the Christoffel symbols of the first kind:

∂igkl = Γik,l + Γil,k,

Γij,k =
1
2

(∂jgik + ∂igjk − ∂kgji)
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to get

Γkl,i|p =
1
2

(∂kgil|p + ∂lgik|p − ∂igkl|p)

= −1
2
∂igkl|p

= −1
2

(Γik,l|p + Γil,k|p)

=
1
4

(∂lgik|p + ∂kgil|p)
= 0

which is what we wanted to prove. �

In polar coordinates around p any Riemannian metric therefore has the form

g = dr2 + gr

where gr is a metric on Sn−1. The Euclidean metric looks like

δij = dr2 + r2ds2
n−1,

where ds2
n−1 is the canonical metric on Sn−1. Since these two metrics agree up to

first order we obtain

lim
r→0

gr = lim
r→0

(
r2ds2

n−1

)
= 0,

lim
r→0

(
∂rgr − 2

r
gr

)
= lim

r→0

(
∂r

(
r2ds2

n−1

)− 2
r

(
r2ds2

n−1

))
= 0.

As
∂rgr = 2Hessr

this translates into

lim
r→0

(
Hessr − 1

r
gr

)
= 0.

This can also be seen by computing the Hessian of 1
2r2 at p. Just note that this

function has a critical point at p. Thus the coordinate formula for the Hessian is
independent of the metric and must therefore be the identity map at p.

Theorem 15. (Riemann, 1854) If a Riemannian n-manifold (M, g) has con-
stant sectional curvature k, then every point in M has a neighborhood that is iso-
metric to an open subset of the space form Sn

k .

Proof. We use polar coordinates around p ∈ M and the asymptotic behavior
of gr and Hessr near p that was just established. We shall also use the fundamental
equations that were introduced in chapter 2. On the same neighborhood we can
also introduce a metric of constant curvature k

g̃ = dr2 + sn2
k (r) ds2

n−1,

Hessg̃r =
sn′

k (r)
snk (r)

g̃r.

Since the curvature is k for both of these metrics we see that Hessg̃r and Hessgr
solve the same equation when evaluated on unit parallel fields perpendicular to ∂r.
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Note, however, that g and g̃ most likely have different parallel fields X and X̃:

∂r (Hessgr (X,X))−Hess2gr (X,X) = −sec (X, ∂r) = −k,

lim
r→0

(
Hessgr (X,X)− 1

r

)
= 0,

∂r

(
Hessg̃r

(
X̃, X̃

))
−Hess2g̃r

(
X̃, X̃

)
= −sec

(
X̃, ∂r

)
= −k,

lim
r→0

(
Hessrg̃

(
X̃, X̃

)
− 1

r

)
= 0,

Hence

Hessgr (X,X) = Hessg̃r
(
X̃, X̃

)
=

sn′
k (r)

snk (r)
.

This shows that

Hessgr =
sn′

k (r)
snk (r)

gr

When evaluating on Jacobi fields instead we see that both gr and sn2
k (r) ds2

n−1

solve the equation

∂rgr = 2
sn′

k (r)
snk (r)

gr,

lim
r→0

gr = 0.

This shows that
g = dr2 + sn2

k (r) ds2
n−1.

In other words we have found a coordinate system on a neighborhood around p ∈ M
where the metric is the same as the constant curvature metric. �

8. Completeness

One of the foundational centerpieces of Riemannian geometry is the Hopf-
Rinow theorem. This theorem states that all concepts of completeness are equiv-
alent. This should not be an unexpected result for those who have played around
with open subsets of Euclidean space. For it seems that in these examples, ge-
odesic and metric completeness break down in exactly the same places. As with
most foundational theorems, the proof is slightly intricate.

Theorem 16. (H. Hopf-Rinow, 1931) The following statements are equivalent:
(1) M is geodesically complete, i.e., all geodesics are defined for all time.
(2) M is geodesically complete at p, i.e., all geodesics through p are defined for

all time.
(3) M satisfies the Heine-Borel property, i.e., every closed bounded set is com-

pact.
(4) M is metrically complete.

Proof. (1) ⇒ (2), (3) ⇒ (4) are trivial.
(4) ⇒ (1) Recall that every geodesic γ : [0, b) → M defined on a maximal

interval must leave every compact set if b < ∞. This violates metric completeness
as γ(ti), ti → b is a Cauchy sequence.

(2) ⇒ (3) Consider expp : TpM → M . It suffices to show that

expp

(
B(0, r)

)
= B(p, r)
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R

x qp

Figure 5.7

for all r (note that ⊂ always holds). Consider

I = {r : exp(B(0, r) = B(p, r)}.
(i) We have already seen that I contains all r close to zero.
(ii) I is closed: Let ri ∈ I converge to r and select q ∈ B(p, r) and qi ∈ B(p, ri)
converging to q. We can find vi ∈ B(0, ri) with qi = expp(vi). Then (vi) will
subconverge to some v ∈ B(0, r). Continuity of expp then implies that expp(v) = q.
(You should think about why it is possible to choose the qi’s.)
(iii) I is open: We show that if R ∈ I, then R+ε ∈ I for all small ε . First, choose
a compact set K that contains B(p,R) in its interior. Then fix ε > 0 such that all
points in K of distance ≤ ε can be joined by a unique geodesic segment. Given

q ∈ B(p,R + ε)−B(p,R)

select for each δ > 0 a curve γδ : [0, 1] → M with

γδ(0) = p,

γδ(1) = q,

L(γδ) ≤ d(p, q) + δ.

Suppose tδ is the first value such that γδ(tδ) ∈ ∂B(p,R). If x is an accumulation
point for γδ(tδ), then we must have that

R + d(x, q) = d(p, x) + d(x, q) = d(p, q).

Now choose a segment from q to x and a segment from p to x of the form
expp(tv), see also Figure 5.7. These two geodesics together form a curve from p
to q of length d(p, q). Hence, it is a segment. Consequently, it is smooth and by
uniqueness of geodesics is the continuation of expp(tv), 0 ≤ t ≤ 1+ ε

|γ̇| . This shows
that q ∈ expp

(
B (0, R + ε)

)
.

Statements (i), (ii), and (iii) together imply that I = [0,∞), which is what we
wanted to prove. �

From part (ii) of (2) ⇒ (3) we get the additional result:

Corollary 5. If M is complete in any of the above ways, then any two points
in M can be joined by a segment.
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Corollary 6. Suppose M admits a proper (preimages of compact sets are
compact) Lipschitz function f : M → R. Then M is complete.

Proof. We establish the Heine-Borel property. Let C ⊂ M be bounded and
closed. Since f is Lipschitz the image f (C) is also bounded. Thus f (C) ⊂ [a, b]
and C ⊂ f−1 ([a, b]) . As f is proper the preimage f−1 ([a, b]) is compact. Since C
is closed and a subset of a compact set it must itself be compact. �

This corollary makes it easy to check completeness for all of our examples.
In these examples, the distance function can be extended to a proper continuous
function on the entire space.

From now on, virtually all Riemannian manifolds will automatically be assumed
to be connected and complete.

9. Characterization of Segments

In this section we will try to determine when a geodesic is a segment and then
use this to find a maximal domain in TpM on which the exponential map is an
embedding. These issues can be understood through a systematic investigation
of when distance functions to points are smooth. All Riemannian manifolds are
assumed to be complete in this section.

9.1. The Segment Domain. Fix p ∈ (M, g) and let r(x) = d(x, p). We know
that r is smooth near p and that the integral curves for r are geodesics emanating
from p. Since M is complete, these integral curves can be continued indefinitely
beyond the places where r is smooth. These geodesics could easily intersect after
some time, thus they don’t generate a flow on M, but just having them at points
where r might not be smooth helps us understand why r is not smooth at these
places. We know from chapter 2 that another obstruction to r being smooth is
the possibility of conjugate points (we use the notation conjugate points instead of
focal point for distance functions to a point).

To clarify matters we introduce some terminology: The segment domain is

seg(p) =
{
v ∈ TpM : expp(tv) : [0, 1] → M is a segment

}
.

The Hopf-Rinow Theorem implies that M = expp(seg(p)). We see that seg(p) is a
closed star-shaped subset of TpM . The star “interior” of seg(p) is

seg0 (p) = {sv : s ∈ [0, 1), v ∈ seg(p)}.
We shall show below that this set is in fact the interior of seg(p), but this requires
that we know the set is open. We start by proving

Proposition 19. If x ∈ expp(seg0(p)), then it joined to p by a unique segment.
In particular expp is injective on seg0 (p) .

Proof. To see this note that there is a segment σ : [0, 1) → M with σ(0) =
p, σ(t0) = x, t0 < 1. Therefore, if σ̂ : [0, t0] → M is another segment from p to x,
we could construct a nonsmooth segment

γ(s) =
{

σ̂(s), s ∈ [0, t0],
σ(s), s ∈ [t0, 1],

and we know that this is impossible. �
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On the image Up = expp(seg0(p)) we can define ∂r = D expp(∂r), which is, we
hope, the gradient for

r(x) = d(x, p) = | exp−1
p (x)|.

From our earlier observations we know that r would be smooth on Up with gra-
dient ∂r if we could show that expp : seg0(p) → Up is a diffeomorphism. This
requires in addition to injectivity that the map is nonsingular and seg0(p) is open.
Nonsingularity is taken care of in the next lemma.

Lemma 14. expp : seg0(p) → Up is nonsingular everywhere, or, in other words,
D expp is nonsingular at every point in seg0(p).

Proof. If expp is singular somewhere, then we can find v such that expp

is singular at v and nonsingular at all points tv, t ∈ [0, 1). We claim that v /∈
seg0(p). As γ (t) = expp (tv) is an embedding on [0, 1] we can find neighborhoods
U around [0, 1)v ⊂ TpM and V around γ ([0, 1)) ⊂ M such that expp : U → V
is a diffeomorphism. Note that v /∈ U and γ (1) /∈ V. If we take a tangent vector
w ∈ TvTpM, then we can extend it to a Jacobi field J on TpM, i.e., [∂r, J ] = 0.
Next J can be pushed forward via expp to a vector field, also called J, that also
commutes with ∂r on V . If D expp |vw = 0, then

lim
t→1

J |exp(tv) = lim
t→1

D expp (J) |exp(tv) = 0.

In particular, we see that D expp is singular at v iff expp (v) is a conjugate point
for r. This characterization of course assumes that r is smooth on a region that has
expp (v) as a accumulation point.

The fact that
lim
t→1

g (J, J) |exp(tv) ↘ 0 as t → 1

implies that there must be a sequence of numbers tn → 1 such that
∂rg (J, J)
g (J, J)

|exp(tnv) → −∞ as n →∞.

Now use the first fundamental equation evaluated on the Jacobi field J

∂rg (J, J) = 2Hessr (J, J)

to conclude that Hessr satisfies
Hessr (J, J)

g (J, J)
|exp(tnv) → −∞ as n →∞.

If we assume that v ∈ seg0(p), then γ(t) = expp(tv) is a segment on some
interval [0, 1 + ε], ε > 0. Choose ε so small that r̃(x) = d(x, γ(1 + ε)) is smooth on
a ball B(γ(1 + ε), 2ε) (which contains γ(1)). Then consider the function

e(x) = r(x) + r̃(x).

From the triangle inequality, we know that

e(x) ≥ 1 + ε = d(p, γ(1 + ε))

Furthermore, e(x) = 1+ε whenever x = γ(t), t ∈ [0, 1+ε]. Thus, e has an absolute
minimum along γ(t) and must therefore have nonnegative Hessian at all the points
γ(t). On the other hand,

Hesse (J, J)
g (J, J)

|exp(tnv) =
Hessr (J, J)

g (J, J)
|exp(tnv) +

Hessr̃ (J, J)
g (J, J)

|exp(tnv) →
n→∞ −∞



9. CHARACTERIZATION OF SEGMENTS 141

since Hessr̃ is bounded in a neighborhood of γ(1) and the term involving Hessr
goes to −∞ as n →∞. �

We have now shown that expp is injective and has nonsingular differential on
seg0(p). Before showing that seg0(p) is open we characterize elements in the star
“boundary” of seg0(p) as points that fail to have one of these properties.

Lemma 15. If v ∈ seg(p)− seg0(p), then either
(1) ∃w (�= v) ∈ seg(p) : expp(v) = expp(w), or
(2) D expp is singular at v.

Proof. Let γ(t) = expp(tv). For t > 1 choose segments

σt(s) : [0, 1] → M,

σt(0) = p,

σt(1) = γ(t).

Since we have assumed that γ : [0, t] is not a segment for t > 1 we see that σ̇t(0) is
never proportional to γ̇(0). Now choose tn → 1 such that σ̇tn

(0) → w ∈ TpM . We
have that

�(σtn
) = |σ̇tn

(0)| → �(γ|[0,1]) = |γ̇(0)|,
so |w| = |γ̇ (0)| . Now either w = γ̇(0) or w �= γ̇(0). In the latter case, we note
that w is not a positive multiple of γ̇ (0) since |w| = |γ̇ (0)| . Therefore, we have
found the promised w from (1). If the former happens, we must show that D expp

is singular at v. If, in fact, D expp is nonsingular at v, then expp is an embedding
near v. Thus,

σ̇tn
(0) → v = γ̇(0),

expp(σ̇tn
(0)) = expp(tnγ̇(0)),

implies σ̇tn
(0) = tn · v, showing that γ is a segment on some interval [0, tn], tn > 1.

This, however, contradicts our choice of γ. �
Notice that in the first case the gradient ∂r on M becomes undefined at x =

expp(v), since it would be either D expp(v) or D expp(w), while in the second case
the Hessian of r becomes undefined, since it is forced to go to −∞ along certain
fields. Finally we show

Proposition 20. seg0(p) is open.

Proof. If we fix v ∈ seg0(p), then there is going to be a neighborhood V
around v on which expp is a diffeomorphism onto its image. If vi ∈ V converge to
v, then we know that D expp is also nonsingular at vi. Now assume that wi ∈ seg(p)
satisfy

expp(vi) = expp(wi).
In case wi has an accumulation point w �= v, we get v /∈ seg0(p). Hence wi → v,
showing that wi ∈ V for large i. As expp is a diffeomorphism on V this implies that
wi = vi. Thus we have shown that vi ∈ seg0(p). �

All of this implies that r(x) = d(x, p) is smooth on the open and dense subset
Up − {p} ⊂ M and in addition that it is not smooth on M − Up.

The set seg(p)− seg0(p) is called the cut locus of p in TpM . Thus, being inside
the cut locus means that we are on the region where r is smooth. Going back to
our characterization of segments, we have
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Corollary 7. Let γ : [0,∞) → M be a geodesic with γ(0) = p. If

cut(γ̇(0)) = max{t : γ|[0,t] is a segment},
then r is smooth at γ(t), t < cut(γ̇(0)), but not smooth at x = γ(cut(γ̇(0))). Fur-
thermore, the failure of r to be smooth at x is because expp : seg(p) → M either
fails to be one-to-one at x or has x as a critical value.

9.2. The Injectivity Radius. The largest radius ε for which

expp : B(0, ε) → B(p, ε)

is a diffeomorphism is called the injectivity radius inj(p) at p. If v ∈ seg(p)−seg0(p)
is the closest point to 0 in this set, then we have that inj(p) = |v|. It turns out that
such v can be characterized as:

Lemma 16. (Klingenberg): Suppose v ∈ seg(p)− seg0(v) and that |v| = inj(p).
Then either

(1) there is precisely one other vector w with

expp(w) = expp(v),

and it is characterized by
d

dt
|t=1 expp(tw) = − d

dt
|t=1 expp(tv),

or
(2) x = expp (v) is a critical value for expp : seg(p) → M .
In the first case there are exactly two segments from p to x = expp(v), and they

fit smoothly together at x to form a geodesic loop.

Proof. Suppose x is a regular value for expp : seg(p) → M and that γ1, γ2 :
[0, 1] → M are segments from p to x = expp(v). If γ̇1(1) �= −γ̇2(1), then we
can find w ∈ TxM such that g(w, γ̇1(1)), g(w, γ̇2(1)) < 0, i.e., w forms an angle
> π

2 with both γ̇1(1) and γ̇2(1). Next select c (s) with ċ (0) = w. As D expp is
nonsingular at γ̇i(0) there are unique curves vi (s) ∈ TpM with vi (0) = γ̇i (0) and
D expp (vi (s)) = c (s) (see also Figure 5.8). But then the curves t → expp (tvi (s))
have length

|vi| = d (p, c (s))
< d (p, x)
= |v| .

This implies that expp is not one-to-one on seg0(p), a contradiction. �
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10. Riemannian Isometries

We are now ready to explain the key properties of Riemannian isometries.
Much of theory is local, so we shall not necessarily assume that the Riemannian
manifolds being investigated are complete. After this thorough discussion of Rie-
mannian isometries we classify all complete simply connected Riemannian manifolds
of constant sectional curvature.

10.1. Local Isometries. We say that a map F : (M, g) → (N, ḡ) is a local
Riemannian isometry if for each p ∈ M the differential DFp : TpM → TF (p)N is a
linear isometry. A special and trivial example of such a map is a local coordinate
system ϕ : U → Ω ⊂ Rn where we use the induced metric g on U and its coordinate
representation gijdxidxj on Ω.

Proposition 21. Let F : (M, g) → (N, ḡ) be a local Riemannian isometry.
(1) F maps geodesics to geodesics.
(2) F ◦ expp (v) = expF (p) ◦DFp (v) if expp (v) is defined. In other words

Op ⊂ TpM
DF−→ OF (p) ⊂ TF (p)N

expp ↓ expF (p) ↓
M

F−→ N

(3) F is distance decreasing.
(4) If F is also a bijection, then it is distance preserving.

Proof. (1) The first property is completely obvious. We know that geodesics
depend only on the metric and not on any given coordinate system. However, a
local Riemannian isometry is locally nothing but a change of coordinates.

(2) If expp (v) is defined, then t → expp (tv) is a geodesic. Thus also t →
F

(
expp (tv)

)
is a geodesic. Since

d

dt
F

(
expp (tv)

) |t=0 = DF

(
d

dt
expp (tv) |t=0

)
= DF (v) ,

we have that F
(
expp (tv)

)
= expF (p) (tDF (v)) . Setting t = 1 then proves the

claim.
(3) This is also obvious as F must preserve the length of curves.
(4) Both F and F−1 are distance decreasing so they must both be distance

preserving. �

This proposition quickly yields two important results for local Riemannian
isometries.

Proposition 22. (Uniqueness of Riemannian Isometries) Let F,G : (M, g) →
(N, ḡ) be local Riemannian isometries. If M is connected and F (p) = G (p) , DFp =
DGp, then F = G on M.

Proof. Let

A = {x ∈ M : F (x) = G (x) , DFx = DGx} .
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We know that p ∈ A and that A is closed. Property (2) from the above proposition
tells us that

F ◦ expx (v) = expF (x) ◦DFx (v)

= expG(x) ◦DGx (v)

= G ◦ expx (v) ,

if x ∈ A. Since expx maps onto a neighborhood of x it follows that some neighbor-
hood of x also lies in A. This shows that A is open and hence all of M as M is
connected. �

Proposition 23. Let F : (M, ḡ) → (N, g) be a Riemannian covering map.
(M, ḡ) is complete if and only if (N, g) is complete.

Proof. Let γ : (−ε, ε) → N be a geodesic with γ (0) = p and γ̇ (0) = v. For
any p̄ ∈ F−1 (p) there is a unique lift γ̄ : (−ε, ε) → M, i.e., F ◦γ̄ = γ, with γ̄ (0) = p̄.
Since F is a local isometry, the inverse is locally defined and also an isometry. Thus
γ̄ is also a geodesic.

If we assume N is complete, then γ and also γ̄ will exist for all time. As all
geodesics in M must be of the form γ̄ this shows that all geodesics in M exist for
all time.

If, conversely, we suppose that M is complete, then γ̄ can be extended to be
defined for all time. Then F ◦ γ̄ is a geodesic defined for all time that extends γ.
Thus N is geodesically complete. �

Lemma 17. Let F : (M, g) → (N, ḡ) be a local Riemannian isometry. If M is
complete, then F is a Riemannian covering map.

Proof. Fix q ∈ N and assume that expq : B (0, ε) → B (q, ε) is a diffeomor-
phism. We claim that F−1 (B (q, ε)) is evenly covered by the sets B (p, ε) where
F (p) = q. Completeness of M guarantees that expp : B (0, ε) → B (p, ε) is defined
and property (2) that

F ◦ expp (v) = expq ◦DFp (v)
for all v ∈ B (0, ε) ⊂ TpM. As expq : B (0, ε) → B (q, ε) and DFp : B (0, ε) →
B (0, ε) are diffeomorphisms it follows that F ◦ expp : B (0, ε) → B (q, ε) is a dif-
feomorphism. Thus each of the maps expp : B (0, ε) → B (p, ε) and F : B (p, ε) →
B (q, ε) are diffeomorphisms as well. Finally we need to make sure that

F−1 (B (q, ε)) =
⋃

F (p)=q

B (p, ε) .

If x ∈ F−1 (B (q, ε)) , then we can join q and F (x) by a unique geodesic γ (t) =
expq (tv) , v ∈ B (0, ε) . Completeness of M again guarantees a geodesic σ : [0, 1] →
M with σ (1) = x and DFx (σ̇ (1)) = γ̇ (1) . Since F ◦ σ is a geodesic with the same
initial values at t = 1 as γ we must have F (σ (t)) = γ (t) for all t. As q = γ (0) we
have therefore proven that F (σ (0)) = q and hence that x ∈ B (σ (0) , ε) . �

If S ⊂ Iso (M, g) is a set of isometries, then the fixed point set of S is defined
as those points in M that are fixed by all isometries in S

Fix (S) = {x ∈ M : F (x) = x for all F ∈ S} .

While the fixed point set for a general set of diffeomorphisms can be quite com-
plicated, the situation for isometries is much more manageable. A submanifold
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N ⊂ (M, g) is said to be totally geodesic if for each p ∈ N a neighborhood of
0 ∈ TpN is mapped into N via the exponential map expp . This means that geo-
desics in N are also geodesics in M and conversely that any geodesic in M which
is tangent to N at some point must lie in N for a short time.

Proposition 24. Let S ⊂ Iso (M, g) be a set of isometries, then each connected
component of the fixed point set is a totally geodesic submanifold.

Proof. Let p ∈ Fix (S) and consider the subspace V ⊂ TpM that is fixed by
the linear isometries DFp : TpM → TpM, where F ∈ S. Note that each such F
fixes p so we know that DFp : TpM → TpM. If v ∈ V, then t → expp (tv) must be
fixed by each of the isometries in S as the initial position and velocity is fixed by
these isometries. Thus expp (tv) ∈ Fix (S) as long as it is defined. This shows that
expp : V → Fix (S) .

Next let ε > 0 be chosen so that expp : B (0, ε) → B (p, ε) is a diffeomorphism.
If q ∈ Fix (S) ∩ B (p, ε) , then the unique geodesic γ : [0, 1] → B (p, ε) from p to q
has the property that its endpoints are fixed by each F ∈ S. Now F ◦ γ is also a
geodesic from p to q which in addition lies in B (p, ε) as the length is unchanged.
Thus F ◦ γ = γ and hence γ lies in Fix (S) ∩B (p, ε) .

Thus we have shown that expp : V ∩B (0, ε) → Fix (S)∩B (p, ε) is a bijection.
This establishes the lemma. �

10.2. Constant Curvature Revisited. We just saw that isometries are
uniquely determined by their differential. What about the existence question?
Given any linear isometry L : TpM → TqN, is there an isometry F : M → N
such that DFp = L? If we let M = N, this would in particular mean that if π
is a 2-plane in TpM and π̃ a 2-plane in TqM, then there should be an isometry
F : M → M such that F (π) = π̃. But this would imply that M has constant
sectional curvature. The above problem can therefore not be solved in general. If
we go back and inspect our knowledge of Iso(Sn

k ), we see that these spaces have
enough isometries so that any linear isometry L : TpS

n
k → TqS

n
k can be extended

to a global isometry F : Sn
k → Sn

k with DFp = L. In some sense these are the only
spaces with this property, as we shall see.

Theorem 17. Suppose (M, g) is a Riemannian manifold of dimension n and
constant curvature k. If M is simply connected and L : TpM → TqS

n
k is a linear

isometry, then there is a unique local Riemannian isometry called the monodromy
map F : M → Sn

k with DFp = L. Furthermore, this map is a diffeomorphism if
(M, g) is complete.

Before giving the proof, let us look at some examples.

Example 37. Suppose we have an immersion Mn → Sn
k . Then F will be one

of the maps described in the theorem if we use the pullback metric on M . Such
maps can fold in wild ways when n ≥ 2 and need not resemble covering maps in
any way whatsoever.

Example 38. If U ⊂ Sn
k is a contractible bounded open set with ∂U a smooth

hypersurface, then one can easily construct a diffeomorphism F : M = Sn
k −{pt} →

Sn
k − U . Near the missing point in M the metric will necessarily look pretty awful,

although it has constant curvature.
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Example 39. If M = RPn or (Rn − {0}) /antipodal map, then M is not
simply connected and does not admit an immersion into Sn

k .

Example 40. If M is the universal covering of the constant curvature sphere
with a pair of antipodal point removed S2−{±p} , then the monodromy map is not
one-to-one. In fact it must be the covering map M → S2 − {±p} .

Corollary 8. If M is a closed simply connected manifold with constant-
curvature k, then k > 0 and M = Sn. Thus, Sp × Sq, CPn do not admit any
constant curvature metrics.

Corollary 9. If M is geodesically complete and noncompact with constant
curvature k, then k ≤ 0 and the universal covering is diffeomorphic to Rn. In
particular, S2 × R2 and Sn × R do not admit any geodesically complete metrics of
constant curvature.

Now for the proof of the theorem. A different proof of the case where M is
complete is developed in the exercises to this chapter.

Proof. We know that M can be covered by sets Uα such that each Uα admits
a Riemannian embedding Fα : Uα → Sn

k . Furthermore, if q ∈ Uα, q̄ ∈ Sn
k and

L : TqUα → Tq̄S
n
k is a linear isometry, then there is a unique Fα such that Fα (q) = q̄

and DFα|p = L.
The construction of F now proceeds in the same way one does analytic continu-

ation on simply connected domains. We fix base points p ∈ M, p̄ ∈ Sn
k and a linear

isometry L : TpM → Tp̄S
n
k . Next let x ∈ M be an arbitrary point. If γ : [0, 1] → M

is a curve from p to x, then we can cover it by a string of sets Uα0 , ..., Uαk
, where

p ∈ Uα0 , x ∈ Uαk
, and γ (ti) ∈ Uαi

∩ Uαi+1 . Define F on Ua0 so that F (p) = p̄
and DFp = L. Then define F |Uαi+1

successively such that it agrees with F |Uαi
and

DF |Uαi
at γ (ti) . This defines F uniquely on all of the sets Uαi

and hence also at
x. If we covered γ by a different string of sets, then uniqueness of isometries tell
us that we have to get the same answer along γ as we assume that F (p) = p̄ and
DFp = L. If we used a different path γ̄ which was also covered by the same string
of sets Uαi

we would clearly also end up with the same answer at x. Finally we
use that M is simply connected to connect any two paths γ0, γ1 from p to x by a
family of paths H (s, t) such that each γs (t) = H (s, t) is a path from p to x. If
Fγs

is the map we obtain near x by using the path γs, then we have just seen that
Fγs

(x) is fixed as long as s is so small that all the curves are covered by the same
string of sets. This shows that s → Fγs

(x) is locally constant and hence that F (x)
is well-defined by our construction.

If M is complete we know that F has to be a covering map. As Sn
k is simply

connected it must be a diffeomorphism. �

We can now give the classification of complete simply connected Riemannian
manifolds with constant curvature. This result was actually proven before the
issues of completeness were completely understood. Killing first proved the result
assuming in effect that the manifold has an ε > 0 such that for all p the map
expp : B (0, ε) → B (p, ε) is a diffeomorphism. Hopf then realized that it was
sufficient to assume that the manifold was geodesically complete. Since metric
completeness immediately implies geodesic completeness this is clearly the best
result one could have expected at the time.
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Corollary 10. (Classification of Constant Curvature Spaces, Killing, 1893
and H. Hopf, 1926) If (M, g) is a connected, geodesically complete Riemannian
manifold with constant curvature k , then the universal covering is isometric to Sn

k .

This result shows how important the completeness of the metric is. A large
number of open manifolds admit immersions into Euclidean space of the same di-
mension (e.g., Sn×Rk) and therefore carry incomplete metrics with zero curvature.
Carrying a complete Riemannian metric of a certain type, therefore, often implies
various topological properties of the underlying manifold. Riemannian geometry at
its best tries to understand this interplay between metric and topological properties.

10.3. Metric Characterization of Maps. As promised we shall in this sec-
tion give some metric characterizations of Riemannian isometries and Riemannian
submersions. For a Riemannian manifold (M, g) we let the corresponding metric
space be denoted by (M,dg) or simply (M,d) if only one metric is in play. It is
natural to ask whether one can somehow recapture the Riemannian metric g from
the distance dg. If for instance v, w ∈ TpM, then we would like to be able to com-
pute g(v, w) from knowledge of dg. One way of doing this is by taking two curves
α, β such that α̇(0) = v and β̇(0) = w and observe that

|v| = lim
t→0

d (α(t), α(0))
t

,

|w| = lim
t→0

d (β(t), β(0))
t

,

cos ∠ (v, w) =
g (v, w)
|v| |w| = lim

t→0

d (α(t), β(t))
t

.

Thus, g can really be found from d given that we use the differentiable structure
of M. It is perhaps then not so surprising that many of the Riemannian maps
we consider have synthetic characterizations, that is, characterizations that involve
only knowledge of the metric space (M,d) .

Before proceeding with our investigations, let us introduce a new type of coordi-
nates. Using geodesics we have already introduced one set of geometric coordinates
via the exponential map. We shall now use the distance functions to construct dis-
tance coordinates . For a point p ∈ M fix a neighborhood U � p such that for each
x ∈ U we have that B (q, inj(q)) ⊃ U. Thus, for each q ∈ U the distance function
rq(x) = d (x, q) is smooth on U − {q} . Now choose q1, . . . , qn ∈ U − {p} , where
n = dimM . If the vectors ∇rq1(p), . . . ,∇rqn

(p) ∈ TpM are linearly independent,
the inverse function theorem tells us that ϕ = (rq1 , . . . , rqn

) can be used as coordi-
nates on some neighborhood V of p. The size of the neighborhood will depend on
how these gradients vary. Thus, an explicit estimate for the size of V can be gotten
from bounds on the Hessians of the distance functions. Clearly, one can arrange
for the gradients to be linearly independent or even orthogonal at any given point.

We just saw that bijective Riemannian isometries are distance preserving. The
next result shows that the converse is also true.

Theorem 18. (Myers-Steenrod, 1939) If (M, g) and (N, ḡ) are Riemannian
manifolds and F : M → N a bijection, then F is a Riemannian isometry if F is
distance-preserving, i.e., dḡ (F (p), F (q)) = dg (p, q) for all p, q ∈ M.

Proof. Let F be distance-preserving. First let us show that F is differentiable.
Fix p ∈ M and let q = F (p). Near q introduce distance coordinates (rq1 , . . . , rqn

)
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and find pi such that F (pi) = qi. Now observe that

rqi
◦ F (x) = d (F (x), qi)

= d (F (x), F (pi))
= d (x, pi) .

Since d (p, pi) = d (q, qi) , we can assume that the qis and pis are chosen such that
rpi

(x) = d (x, pi) are smooth at p. Thus, (rq1 , . . . , rqn
) ◦ F is smooth at p, showing

that F must be smooth at p.
To show that F is a Riemannian isometry it suffices to check that |DF (v)| = |v|

for all tangent vectors v ∈ TM. For a fixed v ∈ TpM let γ(t) = expp(tv). For small
t we know that γ is a constant speed segment. Thus, for small t, s we can conclude

|t− s| · |v| = dg (γ(t), γ(s)) = dḡ (F ◦ γ(t), F ◦ γ(s)) ,

implying

|DF (v)| =
∣∣∣∣d (F ◦ γ)

dt

∣∣∣∣
t=0

= lim
t→0

dḡ (F ◦ γ(t), F ◦ γ(0))
|t|

= lim
t→0

dg (γ(t), γ(0))
|t|

= |γ̇(0)|
= |v| .

�

Our next goal is to find a characterization of Riemannian submersions. Un-
fortunately, the description only gives us functions that are C1, but there doesn’t
seem to be a better formulation. Let F : (M, ḡ) → (N, g) be a function. We call
F a submetry if for every p ∈ M we can find r > 0 such that for each ε ≤ r we
have F (B (p, ε)) = B (F (p) , ε) . Submetries are locally distance-nonincreasing and
therefore also continuous. In addition, we have that the composition of submetries
(or Riemannian submersions) are again submetries (or Riemannian submersions).
We can now prove

Theorem 19. (Berestovski, 1995) If F : (M, ḡ) → (N, g) is a surjective sub-
metry, then F is a C1 Riemannian submersion.

Proof. Fix points q ∈ N and p ∈ M with F (p) = q. Then select distance
coordinates (r1, . . . , rk) around q. Now observe that all of the ris are Riemannian
submersions and therefore also submetries. Then the compositions ri ◦ F are also
submetries. Thus, F is C1 iff all the maps ri ◦ F are C1. Therefore, it suffices to
prove the result in the case of functions r : (U ⊂ M, g) → ((a, b) , can).

Let x ∈ M . By restricting r to a small convex neighborhood of x, we can
assume that the fibers of r are closed and that any two points in the domain are
joined by a unique geodesic. We now wish to show that r has a continuous unit
gradient field ∇r. We know that the integral curves for ∇r should be exactly the
unit speed geodesics that are mapped to unit speed geodesics by r. Since r is
distance-nonincreasing, it is clear that any piecewise smooth unit speed curve that
is mapped to a unit speed geodesic must be a smooth unit speed geodesic. Thus,
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these integral curves are unique and vary continuously to the extent that they exist.
To establish the existence of these curves we use the submetry property. First fix
p ∈ M and let γ(t) : [0, r] → (a, b) be the unit speed segment with γ(0) = r(p). Let
Ut denote the fiber of r above γ(t). Now select a unit speed segment γ̄ : [0, r] →
M with γ̄(0) = p and γ(r) ∈ Ur. This is possible since r(B(p, ε)) = B(γ(0), ε). It
is now easy to check, again using the submetry property, that γ(t) = r ◦ γ̄(t), as
desired. �

11. Further Study

There are many textbooks on Riemannian geometry that treat all of the basic
material included in this chapter. Some of the better texts are [19], [20], [41], [56]
and [73]. All of these books, as is usual, emphasize the variational approach as
being the basic technique used to prove every theorem. To see how the variational
approach works the text [68] is also highly recommended.

12. Exercises

(1) Assume that (M, g) has the property that all geodesics exist for a fixed
time ε > 0. Show that (M, g) is geodesically complete.

(2) A Riemannian manifold is said to be homogeneous if the isometry group
acts transitively. Show that homogeneous manifolds are geodesically com-
plete.

(3) Assume that we have coordinates in a Riemannian manifold so that g1i =
δ1i. Show that x1 is a distance function.

(4) Let γ be a geodesic in a Riemannian manifold (M, g) . Let g′ be another
Riemannian metric on M with the properties: g′ (γ̇, γ̇) = g (γ̇, γ̇) and
g′ (X, γ̇) = 0 iff g (X, γ̇) = 0. Show that γ is also a geodesic with respect
to g′.

(5) Show that if we have a vector field X on a Riemannian manifold (M, g)
that vanishes at p ∈ M, then for any tensor T we have LXT = ∇XT at p.
Conclude that the Hessian of a function is independent of the metric at a
critical point. Can you find an interpretation of LXT at p?

(6) Show that any Riemannian manifold (M, g) admits a conformal change(
M,λ2g

)
, where λ : M → (0,∞) , such that

(
M,λ2g

)
is complete.

(7) On an open subset U ⊂ Rn we have the induced distance from the Rie-
mannian metric, and also the induced distance from Rn. Show that the
two can agree even if U isn’t convex.

(8) Let N ⊂ (M, g) be a submanifold. Let ∇N denote the connection on N
that comes from the metric induced by g. Define the second fundamental
form of N in M by

II (X,Y ) = ∇N
XY −∇XY

(a) Show that II (X,Y ) is symmetric and hence tensorial in X and Y.
(b) Show that II (X,Y ) is always normal to N.
(c) Show that II = 0 on N iff N is totally geodesic.
(d) If RN is the curvature tensor for N, then

g (R(X,Y )Z,W ) = g
(
RN (X,Y )Z,W

)
−g (II(Y,Z), II (X,W )) + g (II(X,Z), II (Y,W )) .



150 5. GEODESICS AND DISTANCE

(9) Let f : (M, g) → R be a smooth function on a Riemannian manifold.
(a) If γ : (a, b) → M is a geodesic, compute the first and second deriva-

tives of f ◦ γ.
(b) Use this to show that at a local maximum (or minimum) for f the

gradient is zero and the Hessian nonpositive (or nonnegative).
(c) Show that f has everywhere nonnegative Hessian iff f ◦ γ is convex

for all geodesics γ in (M, g) .
(10) Let N ⊂ M be a submanifold of a Riemannian manifold (M, g) .

(a) The distance from N to x ∈ M is defined as

d (x,N) = inf {d (x, p) : p ∈ N} .

A unit speed curve σ : [a, b] → M with σ (a) ∈ N,σ (b) = x, and
� (σ) = d (x,N) is called a segment from x to N. Show that σ is also
a segment from N to any σ (t) , t < b. Show that σ̇ (a) is perpendicular
to N.

(b) Show that if N is a closed subspace of M and (M, g) is complete,
then any point in M can be joined to N by a segment.

(c) Show that in general there is an open neighborhood of N in M where
all points are joined to N by segments.

(d) Show that d (·, N) is smooth on a neighborhood of N and that the in-
tegral curves for its gradient are the geodesics that are perpendicular
to N.

(11) Compute the cut locus on a square torus R2/Z2.
(12) Compute the cut locus on a sphere and real projective space with the

constant curvature metrics.
(13) In a metric space (X, d) one can measure the length of continuous curves

γ : [a, b] → X by

� (γ) = sup
{∑

d (γ (ti) , γ (ti+1)) : a = t1 ≤ t2 ≤ · · · ≤ tk−1 ≤ tk = b
}

.

(a) Show that a curve has finite length iff it is absolutely continuous.
Hint: Use the characterization that γ : [a, b] → X is absolutely
continuous if and only if for each ε > 0 there is a δ > 0 so that∑

d (γ (si) , γ (si+1)) ≤ ε provided
∑ |si − si+1| ≤ δ.

(b) Show that this definition gives back our previous definition for smooth
curves on Riemannian manifolds.

(c) Let γ : [a, b] → M be an absolutely continuous curve whose length
is d (γ (a) , γ (b)) . Show that γ = σ ◦ ϕ for some segment σ and
reparametrization ϕ.

(14) Show that in a Riemannian manifold,

d
(
expp (tv) , expp (tw)

)
= |t| · |v − w|+ O

(
t2
)
.

(15) Assume that we have coordinates xi around a point p ∈ (M, g) such
that xi (p) = 0 and gijx

j = xi. Show that these must be exponential
coordinates. Hint: Define

r =
√

(x1)2 + · · ·+ (xn)2

and show that it is a smooth distance function away from p, and that the
integral curves for the gradient are geodesics emanating from p.
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(16) If N1, N2 ⊂ M are totally geodesic submanifolds, show that each compo-
nent of N1 ∩ N2 is a submanifold which is totally geodesic. Hint: The
potential tangent space at p ∈ N1 ∩N2 should be TpN1 ∩ TpN2.

(17) Show that for a complete manifold the functional distance is the same as
the distance. What about incomplete manifolds?

(18) Let γ : [0, 1] → M be a geodesic such that expγ(0) is regular at all tγ̇ (0) ,
for t ≤ 1. Show that γ is a local minimum for the energy functional. Hint:
Show that the lift of γ via expγ(0) is a minimizing geodesic in a suitable
metric.

(19) Show, using the exercises on Lie groups from chapters 1 and 2, that on a
Lie group G with a bi-invariant metric the geodesics through the identity
are exactly the homomorphisms R → G. Conclude that the Lie group
exponential map coincides with the exponential map generated by the
bi-invariant Riemannian metric. Hint: First show that homomorphisms
R → G are precisely the integral curves for left invariant vector fields
through e ∈ G.

(20) Repeat the previous exercise assuming that the metric is a bi-invariant
semi-Riemannian metric. Show that the matrix group Gln (R) of invertible
n × n matrices admits a bi-invariant semi-Riemannian metric. Hint: for
X,Y ∈ TIGln (R) define

g (X,Y ) = −tr (XY ) .

(21) Construct a Riemannian metric on the tangent bundle to a Riemannian
manifold (M, g) such that π : TM → M is a Riemannian submersion and
the metric restricted to the tangent spaces is the given Euclidean metric.

(22) For a Riemannian manifold (M, g) let FM be the frame bundle of M.
This is a fiber bundle π : FM → M whose fiber over p ∈ M consists of
orthonormal bases for TpM. Find a Riemannian metric on FM that makes
π into a Riemannian submersion and such that the fibers are isometric to
O (n) .

(23) Show that a Riemannian submersion is a submetry.
(24) (Hermann) Let f : (M, ḡ) → (N, g) be a Riemannian submersion.

(a) Show that (N, g) is complete if (M, ḡ) is complete.
(b) Show that f is a fibration if (M, ḡ) is complete i.e., for every p ∈ N

there is a neighborhood p ∈ U such that f−1 (U) is diffeomorphic to
U × f−1 (p) . Give a counterexample when (M, ḡ) is not complete.



CHAPTER 6

Sectional Curvature Comparison I

In the last chapter we classified spaces with constant curvature. The goal of
this chapter is to compare manifolds to spaces with constant curvature. We shall for
instance prove the Hadamard-Cartan theorem, which says that a simply connected
manifold with sec ≤ 0 is diffeomorphic to Rn. There are also some interesting re-
strictions on the topology in positive curvature that we shall investigate, notably,
Synge’s theorem, which says that an orientable even-dimensional manifold with pos-
itive curvature is simply connected. The results in this chapter basically comprise
everything that was know about the relationship between topology and curvature
prior to 1945. In Chapters 7, 9, 11 we shall deal with some more advanced and
modern topics in the theory of manifolds with lower curvature bounds.

We start by introducing the concept of differentiation of vector fields along
curves. This generalizes and ties in nicely with our mixed second partials from the
last chapter and also allows us to define higher order partials. This is then used to
develop the second variation formula of Synge. The second variation formula is used
to prove most of the results in this chapter. However, in non-positive curvature we
also show how the fundamental equations can be used to give alternate and simpler
proofs of several results.

At the end of the chapter we establish some basic comparison estimates that
are needed later in the text. These results are used to show how geodesics and
curvature can help in estimating the injectivity, conjugate and convexity radius.
This is used to give Berger’s proof of the classical quarter pinched sphere theorem.

1. The Connection Along Curves

Recall that in chapter 2 we introduced Jacobi and parallel fields for a smooth
distance function. Here we are going to generalize these concepts so that we can
talk about Jacobi and parallel fields along just one geodesic, rather than the whole
family of geodesics associated to a distance function. This will be quite useful when
we study variations.

1.1. Vector Fields Along Curves. Let γ : I → M be a curve in M . A
vector field V along γ is by definition a map V : I → TM with V (t) ∈ Tγ(t)M for
all t ∈ I. We want to define the covariant derivative

V̇ (t) =
d

dt
V (t) = ∇γ̇V

of V along γ, assuming γ and V have appropriate smoothness. We know that V
can be thought of as the variational field for a variation γ̄ : (−ε, ε)× I → M. It is
therefore natural to define

d

dt
V (t) =

∂2γ̄

∂t∂s
(0, t) .

153
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Doing the calculation in local coordinates gives

V (t) = V k (t) ∂k

=
∂γ̄k

∂s
(0, t) ∂k

and
∂2γ̄

∂t∂s
(0, t) =

∂2γ̄k

∂t∂s
(0, t) ∂k +

∂γ̄i

∂s
(0, t)

∂γ̄j

∂t
(0, t) Γk

ij∂k

=
dV k

dt
(t) ∂k + V i (t)

dγj

dt
(t) Γk

ij∂k.

Thus V̇ does not depend on how the variation was chosen. As the variation can be
selected independently of the coordinate system we see that the local coordinate
formula is independent of the coordinate system. This formula also shows that if
V (t) = Xγ(t) for some vector field X defined in a neighborhood of γ (t0) , then

V̇ (t0) = ∇γ̇(t0)X.

Some caution is necessary when thinking of V̇ in this way as it is not in general
true that V̇ (t0) = 0 when γ̇ (t0) = 0. It could, e.g., happen that γ is the constant
curve. In this case V (t) is simply a curve in Tγ(t0)M and as such has a well-defined
velocity that doesn’t have to be zero.

Using this definition we also see that

d

dt
g (V,W ) = g

(
V̇ ,W

)
+ g

(
V, Ẇ

)
for vector fields V,W along γ. This follows from the product rule for mixed partials
by selecting a two-parameter variation γ̄ (s, u, t) such that

∂γ̄

∂s
(0, 0, t) = V (t) ,

∂γ̄

∂u
(0, 0, t) = W (t) .

In addition the local coordinate formula shows that
d

dt
(V (t) + W (t)) =

d

dt
V (t) +

d

dt
W (t) ,

d

dt
(λ (t) V (t)) =

dλ

dt
(t) V (t) + λ (t)

dV

dt
(t)

where λ : I → R is a function.
As with second partials we see that differentiation along curves can be done in

a larger space and then projected on to M. Specifically, if M ⊂ N and γ : I → M
is a curve and V : I → TM a vector field along γ, then we can compute V̇ ∈ TN

and then project projM
(
V̇
)
∈ TM to get the derivative of V along γ in M. In the

next subsection we shall give a cautionary example.

1.2. Third Partials. One of the uses of taking derivatives of vector fields
along curves is that we can now define third and higher order partial derivatives.
If we wish to compute

∂3γ

∂s∂t∂u
(s0, t0, u0)
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then we consider the vector field s → ∂2γ
∂t∂u (s, t0, u0) = V (s) and define

∂3γ

∂s∂t∂u
(s0, t0, u0) =

dV

ds
(s0) .

Something rather interesting happens when we consider third partials. We
expected and proved that second partials commute. This, however, does not carry
over to third partials. It is true that

∂3γ

∂s∂t∂u
=

∂3γ

∂s∂u∂t

but if we switch the first two variables the derivatives might be different. The
reason we are not entitled to have these derivatives commute lies in the fact that
they were defined in a slightly different manner.

Example 41. Let

γ (t, θ) =

⎡⎣ cos (t)
sin (t) cos (θ)
sin (t) sin (θ)

⎤⎦
be the standard parametrization of S2 (1) ⊂ R3 as a surface of revolution around the
x-axis. We can compute all derivatives in R3 and then project them on to S2 (1) in
order to find the intrinsic partial derivatives. The curves t → γ (t, θ) are geodesics.
We can see this by direct calculation as

∂γ

∂t
=

⎡⎣ − sin (t)
cos (t) cos (θ)
cos (t) sin (θ)

⎤⎦ ∈ TS2 (1) ,

∂2γ

∂t2
=

⎡⎣ − cos (t)
− sin (t) cos (θ)
− sin (t) sin (θ)

⎤⎦ ∈ TR3.

Thus the Euclidean acceleration is proportional to the base point γ and therefore
has zero projection on to S1 (1) . Next we compute

∂2γ

∂θ∂t
=

⎡⎣ 0
− cos (t) sin (θ)
cos (t) cos (θ)

⎤⎦ ∈ TR3.

This vector is perpendicular to γ and therefore represents the actual intrinsic mixed
partial. Finally we calculate

∂3γ

∂t∂θ∂t
=

⎡⎣ 0
sin (t) sin (θ)
− sin (t) cos (θ)

⎤⎦ ∈ TR3,

∂3γ

∂θ∂t2
=

⎡⎣ 0
sin (t) sin (θ)
− sin (t) cos (θ)

⎤⎦ ∈ TR3.

These are equal as we would expect in R3. They are also both tangent to S2 (1) .

The first term is thus ∂3γ
∂t∂θ∂t as computed in S2 (1) . The second has no meaning in

S2 (1) as we are supposed to first project ∂2γ
∂t2 on to S2 (1) before computing ∂

∂θ
∂2γ
∂t2 in

R3 and then again project to S2 (1) . In S2 (1) we have therefore seen that ∂3γ
∂θ∂t2 = 0

while ∂3γ
∂t∂θ∂t �= 0.
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In this example it is also interesting to note that the equator t = 0 given by
θ → γ (0, θ) is a geodesic and that ∂2γ

∂θ∂t = 0 along this equator.

We are now ready to prove what happens when the first two partials in a third
order partial are interchanged.

Lemma 18.
∂3γ

∂u∂s∂t
− ∂3γ

∂s∂u∂t
= R

(
∂γ

∂u
,
∂γ

∂s

)
∂γ

∂t
.

Proof. This result is hardly surprising if we recall the definition of curvature
and think of these partial derivatives as covariant derivatives. It is, however, not
so clear what happens when these derivatives are not covariant derivatives. We are
therefore forced to do the calculation in local coordinates. To simplify matters let
us assume that we are at a point p = γ (u, s, t) where gij |p = δij and Γk

ij |p = 0.
This implies that

∂

∂u
(∂i) |p = 0.

Thus
∂3γ

∂u∂s∂t
|p =

∂

∂u

(
∂2γl

∂s∂t
∂l +

∂γi

∂t

∂γj

∂s
Γl

ij∂l

)
=

∂3γl

∂u∂s∂t
∂l +

∂γi

∂t

∂γj

∂s

∂

∂u

(
Γl

ij

)
∂l

=
∂3γl

∂u∂s∂t
∂l +

∂γi

∂t

∂γj

∂s

∂γk

∂u

(
∂kΓl

ij

)
∂l

∂3γ

∂s∂u∂t
|p =

∂3γl

∂s∂u∂t
∂l +

∂γi

∂t

∂γj

∂u

∂γk

∂s

(
∂kΓl

ij

)
∂l

and using our formula for Rl
ijk in terms of the Christoffel symbols from chapter 2

gives

∂3γ

∂u∂s∂t
|p − ∂3γ

∂s∂u∂t
|p =

∂γi

∂t

∂γj

∂s

∂γk

∂u

(
∂kΓl

ij

)
∂l − ∂γi

∂t

∂γj

∂u

∂γk

∂s

(
∂kΓl

ij

)
∂l

=
∂γi

∂t

∂γj

∂s

∂γk

∂u

(
∂kΓl

ij

)
∂l − ∂γi

∂t

∂γk

∂u

∂γj

∂s

(
∂jΓl

ik

)
∂l

=
∂γi

∂t

∂γj

∂s

∂γk

∂u

(
∂kΓl

ij − ∂jΓl
ik

)
∂l

=
∂γi

∂t

∂γj

∂s

∂γk

∂u

(
∂kΓl

ji − ∂jΓl
ki

)
∂l

=
∂γi

∂t

∂γj

∂s

∂γk

∂u
Rl

kji∂l

= R

(
∂γ

∂u
,
∂γ

∂s

)
∂γ

∂t
.

�

1.3. Parallel Fields. A vector field V along γ is said to be parallel along γ
provided that V̇ ≡ 0. We know that the tangent field γ̇ along a geodesic is parallel.
We also just saw above that the unit field perpendicular to a great circle in S2 (1)
is a parallel field.
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Figure 6.1

If V,W are two parallel fields along γ, then we clearly have that g (V,W ) is
constant along γ. Parallel fields along a curve therefore neither change their lengths
nor their angles relative to each other, just as parallel fields in Euclidean space are
of constant length and make constant angles. Based on the above example we can
pictorially describe parallel translation along certain triangles in S2 (1) see Figure
6.1 The exercises to this chapter will cover some features of parallel translation on
surfaces to aid the reader’s geometric understanding.

Theorem 20. (Existence and Uniqueness of Parallel fields) If t0 ∈ I and v ∈
Tγ(t0)M, then there is a unique parallel field V (t) defined on all of I with V (t0) = v.

Proof. Choose vector fields E1(t), . . . , En(t) along γ forming a basis for Tγ(t)M
for all t ∈ I. This is always possible. Any vector field V (t) along γ can then be
written V (t) = λi(t)Ei(t) for λi : I → R. Thus,

V̇ = ∇γ̇V =
∑

λ̇
i
(t)Ei(t) + λi(t)∇γ̇Ei

=
∑

λ̇
j
(t)Ej(t) +

∑
i,j

λi(t) · αj
i (t)Ej(t), where ∇γ̇Ei =

∑
αj

i (t)Ej

=
∑

j

(λ̇
j
(t) + λi(t)αj

i (t))Ej(t).

Hence, V is parallel iff λ1(t), . . . , λn(t) satisfy the system of first-order linear dif-
ferential equations

λ̇
j
(t) = −

n∑
i=1

αj
i (t)λ

i(t) j = 1, . . . , n.

Such differential equations have the property that given initial values λ1(t0), . . . ,
λn(t0), there are unique solutions defined on all of I with these initial values. �

The existence and uniqueness assertion that concluded this proof is a standard
theorem in differential equations that we take for granted. The reader should recall
that linearity of the equations is a crucial ingredient in showing that the solution
exists on all of I. Nonlinear equations can fail to have solutions over a whole given
interval as we saw with geodesics in chapter 5.

Parallel fields can be used as a substitute for Cartesian coordinates. Namely,
if we choose a parallel orthonormal framing E1(t), . . . , En(t) along the curve γ(t) :
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I → (M, g), then we’ve seen that any vector field V (t) along γ has the property
that

dV

dt
=

d

dt

(
αi(t)Ei(t)

)
= α̇i(t)Ei(t) + αi(t) · Ėi(t)

= α̇i(t)Ei(t).

So d
dtV, when represented in coordinates of the frame, is exactly what we would

expect. We could more generally choose a tensor T along γ(t) of type (0, p) or
(1, p) and compute d

dtT . For the sake of simplicity, choose a (1, 1) tensor S. Then
write S(Ei(t)) = αj

i (t)Ej(t). Thus S is represented by the matrix (αj
i (t)) along the

curve. As before, we see that d
dtS is represented by (α̇j

i (t)).
This makes it possible to understand equations involving only one differentia-

tion of the type ∇X . Let F t be the local flow near some point p ∈ M and H a
hypersurface in M through p that is perpendicular to X. Next choose vector fields
E1, . . . , En on H which form an orthonormal frame for the tangent space to M .
Finally, construct an orthonormal framing in a neighborhood of p by parallel trans-
lating E1, . . . , En along the integral curves for X. Thus, ∇XEi = 0, i = 1, . . . , n.
Therefore, if we have a vector field Y near p, we can write Y = αi · Ei and
∇XY = DX(αi) · Ei. Similarly, if S is a (1, 1)-tensor, we have S(Ei) = αj

iEi,

and ∇XS is represented by (DX(αj
i )).

In this way parallel frames make covariant derivatives look like standard deriv-
atives in the same fashion that coordinate vector fields make Lie derivatives look
like standard derivatives.

2. Second Variation of Energy

Recall that all geodesics are stationary points for the energy functional. To
better understand what happens near a geodesic we do exactly what we would do
in calculus, namely, compute the second derivative of any variation of a geodesic.

Theorem 21. (Synge’s second variation formula, 1926) Let γ̄ : (−ε, ε)× [a, b]
be a smooth variation of a geodesic γ (t) = γ̄ (0, t) . Then

d2E (γs)
ds2

|s=0 =
∫ b

a

∣∣∣∣ ∂2γ̄

∂t∂s

∣∣∣∣2 dt−
∫ b

a

g

(
R

(
∂γ̄

∂s
,
∂γ̄

∂t

)
∂γ̄

∂t
,
∂γ̄

∂s

)
dt + g

(
∂2γ̄

∂s2
,
∂γ̄

∂t

)∣∣∣∣b
a

Proof. The first variation formula tells us that

dE (γs)
ds

= −
∫ b

a

g

(
∂γ̄

∂s
,
∂2γ̄

∂t2

)
dt + g

(
∂γ̄

∂s
,
∂γ̄

∂t

)∣∣∣∣(s,b)

(s,a)

.

For the purposes of the proof it is easier to work with a two parameter variation
γ̄ (u, s, t) . We then obtain the desired result by setting u = s in the variation
γ̄ (u + s, t) coming from our original one parameter variation. With this in mind
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we can calculate

∂2E (γs)
∂u∂s

= − ∂

∂u

∫ b

a

g

(
∂γ̄

∂s
,
∂2γ̄

∂t2

)
dt +

∂

∂u
g

(
∂γ̄

∂s
,
∂γ̄

∂t

)∣∣∣∣(u,s,b)

(u,s,a)

= −
∫ b

a

g

(
∂2γ̄

∂u∂s
,
∂2γ̄

∂t2

)
dt−

∫ b

a

g

(
∂γ̄

∂s
,

∂3γ̄

∂u∂t2

)
dt

+ g

(
∂2γ̄

∂u∂s
,
∂γ̄

∂t

)∣∣∣∣(u,s,b)

(u,s,a)

+ g

(
∂γ̄

∂s
,

∂2γ̄

∂u∂t

)∣∣∣∣(u,s,b)

(u,s,a)

Setting s = u = 0 and using that γ (0, 0, t) is a geodesic we get

∂2E (γs)
∂u∂s

|s=0,u=0

= −
∫ b

a

g

(
∂γ̄

∂s
,

∂3γ̄

∂u∂t2

)
dt + g

(
∂2γ̄

∂u∂s
,
∂γ̄

∂t

)∣∣∣∣b
a

+ g

(
∂γ̄

∂s
,

∂2γ̄

∂u∂t

)∣∣∣∣b
a

= −
∫ b

a

g

(
∂γ̄

∂s
,R

(
∂γ̄

∂u
,
∂γ̄

∂t

)
∂γ̄

∂t

)
dt−

∫ b

a

g

(
∂γ̄

∂s
,

∂3γ̄

∂t∂u∂t

)
dt

+ g

(
∂2γ̄

∂u∂s
,
∂γ̄

∂t

)∣∣∣∣b
a

+ g

(
∂γ̄

∂s
,

∂2γ̄

∂u∂t

)∣∣∣∣b
a

= −
∫ b

a

g

(
∂γ̄

∂s
,R

(
∂γ̄

∂u
,
∂γ̄

∂t

)
∂γ̄

∂t

)
dt +

∫ b

a

g

(
∂2γ̄

∂t∂s
,

∂2γ̄

∂u∂t

)
dt

−
∫ b

a

∂

∂t
g

(
∂γ̄

∂s
,

∂2γ̄

∂u∂t

)
dt + g

(
∂2γ̄

∂u∂s
,
∂γ̄

∂t

)∣∣∣∣b
a

+ g

(
∂γ̄

∂s
,

∂2γ̄

∂u∂t

)∣∣∣∣b
a

= −
∫ b

a

g

(
∂γ̄

∂s
,R

(
∂γ̄

∂u
,
∂γ̄

∂t

)
∂γ̄

∂t

)
dt +

∫ b

a

g

(
∂2γ̄

∂t∂s
,

∂2γ̄

∂u∂t

)
dt

− g

(
∂γ̄

∂s
,

∂2γ̄

∂u∂t

)∣∣∣∣b
a

+ g

(
∂2γ̄

∂u∂s
,
∂γ̄

∂t

)∣∣∣∣b
a

+ g

(
∂γ̄

∂s
,

∂2γ̄

∂u∂t

)∣∣∣∣b
a

=
∫ b

a

g

(
∂2γ̄

∂t∂s
,

∂2γ̄

∂t∂u

)
dt−

∫ b

a

g

(
R

(
∂γ̄

∂u
,
∂γ̄

∂t

)
∂γ̄

∂t
,
∂γ̄

∂s

)
dt + g

(
∂2γ̄

∂u∂s
,
∂γ̄

∂t

)∣∣∣∣b
a

�

The formula is going to be used in different ways below. First we observe that
for proper variations the last terms drops out and the formula only depends on the
variational field V (t) = ∂γ̄

∂s (0, t) and the velocity field γ̇ of the original geodesic:

d2E (γs)
ds2

|s=0 =
∫ b

a

∣∣∣V̇ ∣∣∣2 dt−
∫ b

a

g (R (V, γ̇) γ̇, V ) dt

Another special case occurs when the variational field is parallel V̇ = 0. In this case
the first term drops out:

d2E (γs)
ds2

|s=0 = −
∫ b

a

g (R (V, γ̇) γ̇, V ) dt + g

(
∂2γ̄

∂s2
, γ̇

)∣∣∣∣b
a

but the formula still depends on the variation and not just on V. If, however, we
select the variation where s → γ̄ (s, t) are geodesics, then the last term also drops
out.
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Another variational field that is often quite useful is the variational field that
comes from a geodesic variation, i.e., t → γ̄ (s, t) is a geodesic for all s and not
just for s = 0. We encountered these fields in chapter 2 as vector fields satisfying
L∂r

J = 0. Here they are only defined along a single geodesic so the Lie derivative
equation no longer makes sense. The second order Jacobi equation, however, does
make sense in this context. We can now check that the variational field indeed does
satisfy such a second order equation.

0 =
∂3γ̄

∂s∂2t

= R

(
∂γ̄

∂s
,
∂γ̄

∂t

)
∂γ̄

∂t
+

∂3γ̄

∂t∂s∂t

= R

(
∂γ̄

∂s
,
∂γ̄

∂t

)
∂γ̄

∂t
+

∂3γ̄

∂2t∂s

= R

(
∂γ̄

∂s
,
∂γ̄

∂t

)
∂γ̄

∂t
+

∂2

∂t2
∂γ̄

∂s
.

So if the variational field along γ is J (t) = ∂γ̄
∂s (0, t) , then this field solves the linear

second order Jacobi Equation

J̈ + R (J, γ̇) γ̇ = 0.

Given J (0) and J̇ (0) such a field is therefore uniquely defined. These variational
fields are called Jacobi fields along γ. In case J (0) = 0, these fields can be con-
structed via the geodesic variation

γ̄ (s, t) = expp

(
t
(
γ̇ (0) + sJ̇ (0)

))
.

Since γ̄ (s, 0) = p for all s we must have J (0) = ∂γ̄
∂s (0, 0) = 0. The derivative is

computed as follows

∂2γ̄

∂t∂s
(0, 0) =

∂2γ̄

∂s∂t
(0, 0)

=
∂

∂s

(
γ̇ (0) + sJ̇ (0)

)
|s=0

= J̇ (0) .

What is particularly interesting about these Jacobi fields is that they control
two things we are interesting in studying.

First we see that they tie in with the differential of the exponential map as

J (t) =
∂γ̄

∂s
(0, t)

=
∂

∂s
expp

(
t
(
γ̇ (0) + sJ̇ (0)

))
|(0,t)

= D expp

(
∂

∂s

(
t
(
γ̇ (0) + sJ̇ (0)

))
|(0,t)

)
= D expp

(
tJ̇ (0)

)
,

where we think of tJ̇ (0) ∈ Ttγ̇(0)TpM. Thus we have that

D expp (w) = J (1)
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where w ∈ TvTpM and J is the Jacobi field along γ (t) = expp (tv) such that
J (0) = 0 and J̇ (0) = w.This shows, in particular, that if D expp is nonsingular at
v, then there is a Jacobi field J (t) such that J (0) = 0 and J (1) is any specified
vector in TqM, q = expp (v) .

Second we can see that Jacobi fields tie in with the differential and Hessian
of the function f (x) = 1

2 (d (x, p))2 . This is a consequence of the second variation
formula. We assume that f is smooth near q and construct a geodesic variation

γ̄ (s, t) = expp

(
t
(
γ̇ (0) + sJ̇ (0)

))
where expp (γ̇ (0)) = q. We then observe that the the curves t → γ̄ (s, t) are mini-
mizing geodesics from p to γ̄ (s, 1) and hence measure the distance to those points.
In particular,

f (γ̄ (s, 1)) =
1
2

(∫ 1

0

∣∣∣∣ ∂

∂t
γ̄ (s, t)

∣∣∣∣ dt

)2

=
1
2

∣∣∣∣ ∂

∂t
γ̄ (s, t)

∣∣∣∣2
=

1
2

∫ 1

0

∣∣∣∣ ∂

∂t
γ̄ (s, t)

∣∣∣∣2 dt

= E (γs) .

Let J (s, t) = ∂
∂s γ̄ (s, t) be the variational Jacobi field along any of the geodesics

t → γs (t) = γ̄ (s, t) . Then the first variation formula tells us

df (J (s, 1)) =
∂

∂s
f (γ̄ (s, 1))

=
∂E (γs)

∂s
= g (J (s, 1) , γ̇s (1)) .

Showing that

∇f |σ̄(s) = γ̇s (1) .

The Hessian of f is given by

Hessf (J (1) , J (1)) = g
(∇J(1)∇f, J (1)

)
= g

(
∇J(1)

(
∂γ̄

∂t

)
, J (1)

)
= g

(
∂

∂s

(
∂γ̄

∂t

)
, J

)
|(0,1)

= g

(
∂2γ̄

∂s∂t
, J

)
|(0,1)

= g

(
∂2γ̄

∂t∂s
, J

)
|(0,1)

= g
(
J̇ (1) , J (1)

)
.
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3. Nonpositive Sectional Curvature

In this section we shall use everything we have learned so far, and then some,
to show that the exponential map expp : TpM → M is a covering map, provided
(M, g) has nonpositive sectional curvature everywhere. This implies, in particular,
that no compact simply connected manifold admits such a metric. We shall also
prove some interesting results about the fundamental groups of such manifolds.

The first observation about manifolds with nonpositive curvature is that any
geodesic from p to q must be a local minimum for E : Ω (p, q) → [0,∞) by our
second variation formula. This is in sharp contrast to what we shall prove in
positive curvature, where sufficiently long geodesics can never be local minima.

In this section we show how both the variational techniques and the funda-
mental equations can be used to prove the necessary qualitative and quantitative
estimates. Recall from our discussion of the fundamental equations in chapter 2
that Jacobi fields seem particularly well-suited for the task of studying nonpositive
curvature. This will be born out by what we do below.

3.1. Manifolds Without Conjugate Points. First some generalities:

Lemma 19. Suppose expp : TpM → M is nonsingular everywhere (i.e., has no
critical points); then it is a covering map.

Proof. By definition expp is an immersion, so on TpM choose the pullback
metric to make it into a local Riemannian isometry. We then know from chapter
5 that expp is a covering map provided this new metric on TpM is complete. To
see this, simply observe that the metric is geodesically complete at the origin, since
straight lines through the origin are still geodesics. �

We can now prove our first big result. It was originally established by Mangoldt
for surfaces. Hadamard in a survey article then also gave a different proof. It
appears that Cartan only knew of Hadamard’s paper and gave credit only to him
for this result on surfaces. Cartan proved a generalization to higher dimensions
under the assumption that the manifold is metrically complete.

Theorem 22. (v. Mangoldt, 1881, Hadamard, 1889, and Cartan, 1925) If
(M, g) is complete, connected, and has sec ≤ 0, then the universal covering is
diffeomorphic to Rn.

We are going to give two proofs of this result. One is more classical and
uses Jacobi fields along geodesics. The other uses the fundamental equations from
chapter 2.

Jacobi Field Proof. The goal is to show that∣∣D expp (w)
∣∣ ≥ 0

for all w ∈ TvTpM, with equality holding only for w = 0. This shows that expp

is nonsingular everywhere and hence a covering map. To check this we select a
Jacobi field J along γ (t) = expp (tv) such that J (0) = 0 and J̇ (0) = w. Then
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∣∣ = |J (1)| . We now consider t → 1

2 |J (t)|2 . The first and second deriv-
ative of this function is

d

dt

(
1
2
|J (t)|2

)
= g

(
J̇ , J

)
,

d2

dt2

(
1
2
|J (t)|2

)
=

d

dt
g
(
J̇ , J

)
= g

(
J̈ , J

)
+ g

(
J̇ , J̇

)
= −g (R (J, γ̇) γ̇, J) +

∣∣∣J̇∣∣∣2
≥

∣∣∣J̇∣∣∣2
as we assumed that g (R (x, y) y, x) ≤ 0 for all tangent vectors x, y. Integrating this
inequality gives

g
(
J̇ , J

)
≥

∫ t

0

∣∣∣J̇∣∣∣2 dt + g
(
J̇ (0) , J (0)

)
=

∫ t

0

∣∣∣J̇∣∣∣2 dt

> 0

unless J̇ (t) = 0 for all t, in which case J̇ (0) = w = 0. So we can assume w �= 0.
Integrating the last inequality yields

1
2
|J (t)|2 > 0,

which is what we wanted to prove. �

Fundamental Equation Proof. We consider a maximal ball B (0, R) ⊂
TpM on which expp is nonsingular. The goal is to show that R = ∞. Inspecting
the proof of the characterization of the segment domain from chapter 5 we see
that if R < ∞ and x ∈ ∂B (0, R) is a singular point for expp then we can find a
Jacobi field J such that Hessr (J, J) becomes negative definite as we approach x.
The fundamental equations show that

∂r (Hessr (J, J)) = −R (J, ∂r, ∂r, J) + Hess2r (J, J) ≥ 0.

Moreover as J isn’t tangent to ∂r we also have that Hessr (J, J) is positive near the
origin. Thus Hessr (J, J) stays positive. �

No similar theorem is true for Riemannian manifolds with Ric ≤ 0 or scal ≤ 0,
since we have Ricci flat metrics on R2×S2 and scalar flat metrics on R×Sp, p ≥ 1.

3.2. The Fundamental Group in Nonpositive Curvature. We are going
to prove two results on the structure of the fundamental group for manifolds with
nonpositive curvature. The interested reader is referred to the book by Eberlein
[34] for further results on manifolds with nonpositive curvature.

First we need a little preparation. Let (M, g) be a complete simply connected
Riemannian manifold of nonpositive curvature. The two key properties we shall use
are that any two points in M lie on a unique geodesic, and that distance functions
are everywhere smooth and convex.
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We just saw that expp : TpM → M is a diffeomorphism for all p ∈ M. This
shows as in Euclidean space that there is only one geodesic through p and q (�= p) .

This also shows that the distance function d (x, p) is smooth on M − {p} . The
modified distance function

x → f0,p (x) =
1
2

(d (x, p))2

is therefore smooth everywhere. If J (t) is a Jacobi field along a geodesic emanating
from p with J (0) = 0, then we know that

Hessf (J (1) , J (1)) = g
(
J̇ (1) , J (1)

)
≥

∫ 1

0

∣∣∣J̇∣∣∣2 dt

> 0.

Since J (1) can be arbitrary we have shown that the Hessian is positive definite. If
σ is a geodesic, this implies that f ◦ σ is convex as

d

dt
f ◦ σ = g (∇f, σ̇) ,

d2

dt2
f ◦ σ =

d

dt
g (∇f, σ̇)

= g (∇σ̇∇f, σ̇) + g (∇f, σ̈)
= Hessf (σ̇, σ̇)
> 0.

With this in mind we can generalize the idea of convexity slightly (see also chapter
9) to mean that the function is convex or strictly convex when restricted to any
geodesic. One sees that the maximum of any number of convex functions is again
convex (you only need to prove this in dimension 1, as we can restrict to geodesics).
Given a finite collection of points p1, . . . , pk ∈ M, we can then consider the strictly
convex function

x → max {f0,p1 (x) , . . . f0,pk
(x)} .

In general, any proper nonnegative strictly convex proper function has a unique
minimum. To see this, first observe that there must be a minimum. If there
were two minima, then the function would be strictly convex when restricted to
a geodesic joining these two minima. But then the function would have smaller
values on the interior of this segment than at the endpoints. The uniquely defined
minimum for

x → max {f0,p1 (x) , . . . f0,pk
(x)}

is denoted by cm∞ {p1, . . . , pk} and called the L∞ center of mass of {p1, . . . , pk} .
If, instead of taking the maximum, we had taken the average we would have arrived
at the usual center of mass also known as the L2 center of mass.

The first theorem is concerned with fixed points of isometries.

Theorem 23. (E. Cartan, 1925) If (M, g) is a complete simply connected Rie-
mannian manifold of nonpositive curvature, then any isometry F : M → M of
finite order has a fixed point.
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Proof. The idea, which is borrowed from Euclidean space, is that the center
of mass of any orbit must be a fixed point. First, define the period k of F as
the smallest integer such that F k = id. Second, for any p ∈ M consider the orbit{
p, F (p) , . . . , F k−1 (p)

}
of p. Then construct the center of mass

q = cm∞
{
p, F (p) , . . . , F k−1 (p)

}
.

We claim that F (q) = q. This is because the function

x → f (x) = max
{
f0,p (x) , . . . f0,F k−1(p) (x)

}
has not only q as a minimum, but also F (q) . To see this just observe that since F
is an isometry, we have

f (F (q)) = max
{
f0,p (F (q)) , . . . f0,F k−1(p) (F (q))

}
=

1
2
(
max

{
d (F (q) , p) , . . . , d

(
F (q) , F k−1 (p)

)})2

=
1
2
(
max

{
d
(
F (q) , F k (p)

)
, . . . , d

(
F (q) , F k−1 (p)

)})2

=
1
2
(
max

{
d
(
q, F k−1 (p)

)
, . . . , d

(
q, F k−2 (p)

)})2

= f (q) .

Therefore, the uniqueness of minima for strictly convex functions implies that
F (q) = q. �

Corollary 11. If (M, g) is a complete Riemannian manifold of nonpositive
curvature, then the fundamental group is torsion free, i.e., all nontrivial elements
have infinite order.

The second theorem requires more preparation and more careful analysis of
distance functions. Suppose again that (M, g) is complete, simply connected and
of non-positive curvature. Let us fix a modified distance function: x → f0,p (x) and
a unit speed geodesic γ : R → M. The Hessian estimate from above only implies
that

d2

dt2
(f0,p ◦ γ) > 0.

However, we know that this second derivative is 1 in Euclidean space. It is therefore
not surprising that we have a much better quantitative estimate.

Lemma 20.
d2

dt2
(f0,p ◦ γ) ≥ 1.

Again we give two proofs of this.

Jacobi Field Proof. This result would follow if we could prove that

Hessf0,p (J (1) , J (1)) = g
(
J̇ (1) , J (1)

)
≥ g (J (1) , J (1)) .

The reason behind the proof of this is slightly tricky and is known as Jacobi field
comparison. We consider the ratio

λ (t) =
g
(
J̇ (t) , J (t)

)
|J (t)|2 .
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Using that the sectional curvature is nonpositive and the Cauchy-Schwarz inequality
we see that the derivative satisfies

λ̇ (t) =
−g (R (J, γ̇) γ̇, J) |J |2 +

∣∣∣J̇∣∣∣2 |J |2 − 2
(
g
(
J, J̇

))2

|J |4

≥

∣∣∣J̇∣∣∣2 |J |2 − 2
(
g
(
J, J̇

))2

|J |4

≥
(
g
(
J, J̇

))2

− 2
(
g
(
J, J̇

))2

|J |4
= −λ2.

Hence
λ̇

λ2 + 1 ≥ 0.

We know that λ (t) →∞ as t → 0, so when integrating this from 0 to 1 we get

0 ≤
∫ 1

0

(
λ̇

λ2 + 1

)
dt

= −λ−1|10 + 1

= −λ−1 (1) + 1.

This implies the desired inequality

1 ≤ λ (1) =
g
(
J̇ (1) , J (1)

)
|J (1)|2 .

�

Fundamental Equation Proof: The fundamental equations restricted to
Sn−1 in our polar coordinate expression of g = dr2 + gr on (0,∞) × Sn−1 tell us
that

∂rgr = 2Hessr,
∂rHessr ≥ Hess2r,

lim
r→0

(
Hessr − 1

r
gr

)
= 0.

Next observe that

∂r

(
Hessr − 1

r
gr

)
= ∂rHessr +

1
r2

gr − 2
r
Hessr

≥ Hess2r − 2
r
Hessr +

1
r2

gr

=
(

Hessr − 1
r
gr

)2

≥ 0.
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Figure 6.2

This, together with limr→0

(
Hessr − 1

r gr

)
= 0 implies that Hessr ≥ 1

r gr. It is then
a simple calculation to see that

Hess
1
2
r2 ≥ g,

which implies the above lemma. �
Integrating the inequality from the lemma twice yields

(d (p, γ (t)))2 ≥ (d (p, γ (0)))2 + 2g (∇f0,p, γ̇ (0)) · t + t2

= (d (p, γ (0)))2 + (d (γ (0) , γ (t)))2

−2d (p, γ (0)) d (γ (0) , γ (t)) cos ∠ (∇f0,p, γ̇ (0)) .

Thus, if we have a triangle in M with sides lengths a, b, c and where the angle
opposite a is α, then

a2 ≥ b2 + c2 − 2bc cos α.

From this, one can conclude that the angle sum in any triangle is ≤ π, and more
generally that the angle sum in any quadrilateral is ≤ 2π. See Figure 6.2.

Now suppose that (M, g) has negative curvature. Then it must follow that all
of the above inequalities are strict, unless p lies on the geodesic γ. In particular,
the angle sum in any nondegenerate quadrilateral is < 2π. With this we can now
show

Theorem 24. (Preissmann, 1943) If (M, g) is a compact manifold of negative
curvature, then any Abelian subgroup of the fundamental group is cyclic. In partic-
ular, no compact product manifold M ×N admits a metric with negative curvature.

Proof. We think of the fundamental group π1 (M) as acting by isometries
on the universal covering M̃, and fix α ∈ π1 (M). An axis for α is a geodesic
γ : R → M̃ such that α (γ) is a reparametrization of γ. Since isometries map
geodesics to geodesics, it must follow that

α ◦ γ (t) = γ (t + a) .

Namely, α translates the geodesic either forward or backward. It is not possible for
α to reverse the orientation of γ so that

α ◦ γ (t) = γ (−t + a) ,

as this would yield a fixed point

α
(
γ
(a

2

))
= γ

(a

2

)
.

The uniquely defined number a is called the period of α along γ.
We now claim two things: first, that axes exist for the given α, and second,

that they are unique when the curvature is negative.
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To prove the first claim we are going to do a construction that will also be used
later in this chapter. Given a deck transformation α : M̃ → M̃ for a Riemannian
covering π : M̃ → M we consider the displacement function

x → δα (x) = d (x, α (x)) .

Note that δα (x) is the length of the shortest curve from x to α (x) . Each such
curve is a loop in M that lies in the homotopy class defined by α and based at
π (x) ∈ M . In particular, we see that δα (x) = δα (y) if π (x) = π (y) . This shows
that x → δα (x) is the lift of a function on M that is never zero. In fact

δα (x) ≥ 2injπ(x) ≥ 2injM > 0

as M is compact. Compactness of M then shows that there must be a point
q = π (p) ∈ M where this function attains its minimum. Let σ = π ◦ γ : [0, l] → M
be the unit speed loop at q that corresponds to the minimal geodesic from p to α (p)
in M̃. We claim that σ is the shortest noncontractible loop in M corresponding to
α. This is simply because any loop c : [0, b] → M that represents α lifts to a curve
c̄ : [0, b] → M̃ such that α (c̄ (0)) = c̄ (b) . Thus

� (c) = � (c̄) ≥ d (c̄ (0) , c̄ (b)) = δα (c̄ (0)) ≥ δα (p) .

The loop σ also corresponds to α if we think of it as based at any other point
q′ = π (p′) = σ (a) on itself. This means that we have a possibly piecewise smooth
curve from p′ to α (p′) of length δα (p) given by

γ′ (t) =
{

γ (t + a) 0 ≤ t ≤ l − a
α ◦ γ (t− l + a) l − a ≤ t ≤ l

In particular,
δα (q′) = δα (p′) ≤ δα (p) = δα (q) .

But q was a global minimum for δα so δα (q′) = δα (q) . This shows that γ′ is also
a smooth geodesic. Since it agrees with γ on [a, 1] it is simply an extension of γ.
Thus

α (p′) = α ◦ γ (a) = γ (l + a) .

As p′ was arbitrary this shows that γ is a geodesic such that α ◦ γ (t) = γ (t + l) .
This gives the construction of the axis.

To see that axes are unique in negative curvature, assume that we have two
different axes γ1 and γ2 for α. If these intersect in one point, they must, by virtue
of being invariant under α, intersect in at least two points. But then they must
be equal. We can therefore assume that they do not intersect. Then pick p1 ∈ γ1

and p2 ∈ γ2, and join these points by a segment σ. Then α ◦ σ is a segment from
α (p1) to α (p2) . Since α is an isometry that preserves γ1 and γ2, we see that the
adjacent angles along the two axes formed by the quadrilateral p1, p2, α (p1) , α (p2)
must add up to π (see also Figure 6.3). But then the angle sum is 2π, which is
not possible unless the quadrilateral is degenerate. That is, all points lie on one
geodesic.

Finally pick an element β ∈ π1 (M) that commutes with α. First, note that β
preserves the unique axis γ for α, since

β (γ) = β (α (γ))
= α (β (γ))
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Figure 6.3

implies that β ◦γ is an axis for α, and must therefore be γ itself. Next consider the
group H generated by α, β. Any element in this group has γ as an axis. Thus we
get a map

H → R

that sends an isometry to its uniquely defined period. Clearly, this map is a homo-
morphism with no kernel. Now, it is easy to check that any subgroup of R must
either be cyclic or dense (like Q). In the present case H ⊂ R must be discrete as
the displacement and hence period is always larger than injM > 0. �

4. Positive Curvature

In this section we shall prove some of the classical results for manifolds with
positive curvature. In contrast to the previous section, it is not possible to carry
Euclidean geometry over to this setting. So while we try to imitate the results, new
techniques are necessary.

In our discussion of the fundamental equations from chapter 2 we saw that
using parallel fields most easily gave useful information about Hessians of distance
functions. While we shall use parallel fields as opposed to Jacobi fields in our study
of positive curvature we shall not be using the fundamental equations yet. We stick
to the more classical approach of using variational techniques here. In the section
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“More on Positive Curvature” below we shall show how some more sophisticated
techniques can be used in conjunction with the developments here to establish some
more specific results.

4.1. The Diameter Estimate. Our first restriction on positively curved
manifolds is an estimate on how long minimal geodesics can be. It was first proven
by Bonnet for surfaces and later by Synge for general Riemannian manifolds as an
application of his second variation formula.

Lemma 21. (Bonnet, 1855 and Synge, 1926) Suppose (M, g) satisfies sec ≥ k >
0. Then geodesics of length > π√

k
cannot be (locally) minimizing.

Proof. Let γ : [0, l] → M be a unit speed geodesic of length l > π√
k
. Along γ

consider the variational field

V (t) = sin
(π

l
t
)

E (t) ,

where E is parallel. Since V vanishes at t = 0 and t = l, it corresponds to a proper
variation. The second derivative of this variation is

d2E

ds2
|s=0 =

∫ l

0

∣∣∣V̇ ∣∣∣2 dt−
∫ l

0

g (R (V, γ̇) γ̇, V ) dt

=
∫ l

0

∣∣∣π
l

cos
(π

l
t
)

E (t)
∣∣∣2 dt

−
∫ l

0

g
(
R

(
sin

(π

l
t
)

E (t) , γ̇
)

γ̇, sin
(π

l
t
)

E (t)
)

dt

=
(π

l

)2
∫ l

0

cos2
(π

l
t
)

dt−
∫ l

0

sin2
(π

l
t
)

sec (E, γ̇) dt

≤
(π

l

)2
∫ l

0

cos2
(π

l
t
)

dt− k

∫ l

0

sin2
(π

l
t
)

dt

< k

∫ l

0

cos2
(π

l
t
)

dt− k

∫ l

0

sin2
(π

l
t
)

dt

= 0.

Thus all nearby curves in the variation are shorter than γ. �
The next result is a very interesting and completely elementary consequence of

the above result. It seems to have first been pointed out by Hopf-Rinow for surfaces
in their famous paper on completeness and then by Myers for general Riemannian
manifolds.

Corollary 12. (Hopf-Rinow, 1931 and Myers, 1932) Suppose (M, g) is com-
plete and satisfies sec ≥ k > 0. Then M is compact and satisfies diam (M, g) ≤
π√
k

= diamSn
k . In particular, M has finite fundamental group.

Proof. As no geodesic of length > π√
k

can realize the distance between end-
points and M is complete, the diameter cannot exceed π√

k
. Finally use that the

universal cover has the same curvature condition to conclude that it must also be
compact. Thus, the fundamental group is finite. �

These results were later extended to manifolds with positive Ricci curvature by
Myers.
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Theorem 25. (Myers, 1941) Suppose (M, g) is a complete Riemannian mani-
fold with Ric ≥ (n− 1)k > 0. Then diam(M, g) ≤ π/

√
k. Furthermore, (M, g) has

finite fundamental group.

Proof. It suffices to show as before that no geodesic of length > π√
k

can be
minimal. If γ : [0, l] → M is the geodesic we now select n− 1 variational fields

Vi (t) = sin
(π

l
t
)

Ei (t) , i = 2, ..., n

as before. This time we also assume that γ̇, E2, ...En form an orthonormal basis for
Tγ(t)M. By adding up the contributions to the second variation formula for each
variational field we get

n∑
i=2

d2E

ds2
|s=0 =

n∑
i=2

∫ l

0

∣∣∣V̇i

∣∣∣2 dt−
∫ l

0

g (R (Vi, γ̇) γ̇, Vi) dt

= (n− 1)
(π

l

)2
∫ l

0

cos2
(π

l
t
)

−
n∑

i=2

∫ l

0

sin2
(π

l
t
)

sec (Ei, γ̇) dt

= (n− 1)
(π

l

)2
∫ l

0

cos2
(π

l
t
)

dt−
∫ l

0

sin2
(π

l
t
)

Ric (γ̇, γ̇) dt

< (n− 1) k

∫ l

0

cos2
(π

l
t
)

dt− (n− 1) k

∫ l

0

sin2
(π

l
t
)

dt

< 0.

�

Example 42. The incomplete Riemannian manifold S2 − {±p} clearly has
constant curvature 1 and infinite fundamental group. To make things worse; the
universal covering also has diameter π.

Example 43. S1 × R3 admits a complete doubly warped product metric

dr2 + ϕ2(r)dθ2 + ψ2(r)ds2
2,

which has Ric > 0 everywhere. For t ≥ 1 just let ϕ(t) = t−1/4 and ψ(t) = t3/4 and
then adjust ϕ and ψ near t = 0 to make things work out.

4.2. The Fundamental Group in Even Dimensions. For the next result
we need to study what happens when we have a closed geodesic in a Riemannian
manifold of positive curvature.

Let γ : [0, l] → M be a closed unit speed geodesic, i.e., γ̇ (0) = γ̇ (l) . Let p =
γ (0) = γ (l) and consider parallel translation along γ. This defines a linear isometry
P : TpM → TpM. Since γ is a closed geodesic, we have that P (γ̇ (0)) = γ̇ (l) =
γ̇ (0) . Thus, P preserves the orthogonal complement to γ̇ (0) in TpM. Now recall
that linear isometries L : Rk → Rk with detL = (−1)k+1 have 1 as an eigenvalue(
L (v) = v for some v ∈ Rk

)
. We can use this to construct a closed parallel field

around γ. Namely,
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Figure 6.4

(1) If M is orientable and even-dimensional, then parallel translation around
a closed geodesic preserves orientation and therefore has det = 1. Since the com-
plement to γ̇ (t) in TpM is odd dimensional we can therefore find a closed parallel
field around γ.

(2) If M is not orientable, has odd dimension, and furthermore, γ is a nonori-
entable loop (this means that the orientation changes as we go around this loop),
then parallel translation around γ is orientation reversing and therefore has det =
−1. Now, the complement to γ̇ (t) in TpM is even-dimensional, and since P (γ̇ (0)) =
γ̇ (0) , we have that the restriction of P to this even-dimensional subspace still has
det = −1. Thus, we get a closed parallel field in this case as well.

In Figure 6.4 we have sketched what happens when the closed geodesic is the
equator on the standard sphere. In this case there is only one choice for the parallel
field, and the shorter curves are the latitudes close to the equator.

We shall now prove an interesting and surprising topological result for positively
curved manifolds.

Theorem 26. (Synge, 1936) Let M be a compact manifold with sec > 0.
(1) If M is even-dimensional and orientable, then M is simply connected.
(2) If M is odd-dimensional, then M is orientable.

Proof. The proof goes by contradiction. So in either case we have a non-
trivial universal covering π : M̃ → M. We are now going to use the concepts of
displacement and axis that we developed in the proof of Preissmann’s Theorem
in the last section. Among the finite selection of nontrivial deck transformations,
which in the odd dimensional case are also assumed to be orientation reversing, we
select α such that it has the smallest possible displacement. We now get a geodesic
γ̃ : R → M̃ that is mapped to itself by α. Moreover, γ = π ◦ γ̃ is the shortest
noncontractible loop in M corresponding to α. Finally, our choice of α ensures that
it is the shortest possible noncontractible curve in M, which in the odd dimensional
case also reverses orientation.

In both cases our assumptions are such that these loops are closed geodesics
with perpendicular parallel fields by our discussion above. We can now use the
second variation formula with this parallel field as variational field. Note that the
variation isn’t proper, but since the geodesic is closed the end point terms cancel
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each other

d2E (γs)
ds2

|s=0 = −
∫ b

a

g (R (E, γ̇) γ̇, E) dt + g

(
∂2γ̄

∂s2
, γ̇

)∣∣∣∣b
a

= −
∫ b

a

g (R (E, γ̇) γ̇, E) dt

= −
∫ b

a

sec (E, γ̇) dt

< 0.

Thus all nearby curves in this variation are closed curves whose lengths are shorter
than γ. This contradicts our choice of γ as the shortest noncontractible curve. �

The first important conclusion we get from this result is that while RP 2×RP 2

has positive Ricci curvature (its universal cover S2 × S2 has positive Ricci curva-
ture), it cannot support a metric of positive sectional curvature. It is, however,
completely unknown whether S2 × S2 admits a metric of positive sectional curva-
ture. This is known as the Hopf problem (there is also the other Hopf problem
from chapter 4 about the Euler characteristic). Recall that above we showed, us-
ing fundamental group considerations, that no product manifold admits negative
curvature. In this case, fundamental group considerations cannot take us as far,
since positively curved manifolds are often simply connected, something that never
happens for compact negatively curved manifolds.

5. Basic Comparison Estimates

In this section we shall prove most of the comparison estimates that will be
needed later in the text. These results are an enhancement of the case by case
estimates we have derived by using the second variation formula or Jacobi field
comparison. Jacobi field comparison can in fact be generalized to cover the present
results. The case of upper curvature bounds generalizes immediately, while lower
curvature bounds require another idea as we can’t use the Cauchy-Schwarz in-
equality. Instead we revert to the fundamental equations to get more explicit and
general information about the metric. The advantage is that all proofs are the same
regardless of what curvature inequalities we have.

Proposition 25. (Riccati Comparison Estimate) Suppose we have real num-
bers k ≤ K and an absolutely continuous function λ : (0, b) → R which satisfies

−K ≤ λ̇ + λ2 ≤ −k.

If the initial condition for λ is λ (r) = 1
r + O (r) , as r → 0, then

sn′
K (r)

snK (r)
≤ λ (r) ≤ sn′

k (r)
snk (r)

for as long as snK (r) > 0.

Proof. The two inequalities are proved in a similar manner. Recall that we
covered the case where K = 0 when doing the Jacobi field comparison in nonpositive
curvature. The reason for assuming snK (r) > 0 is that we have to make sure that
the comparison function is defined on [0, r] . In case K ≤ 0, this is always true, while
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if K > 0, one must assume that r < π√
K

. The next thing to observe is that the
functions we wish to compare with are the solutions for the initial value problems

λ̇k + (λk)2 = −k,

λk (r) =
1
r

+ O (r) ,

λ̇K + (λK)2 = −K,

λK (r) =
1
r

+ O (r) ,

Thus, we are simply comparing a function satisfying a differential inequality to the
solution for the corresponding differential equation. The result should therefore not
come as any surprise (see also below).

For convenience, we shall concentrate on showing only

λ (r) ≤ λk (r) =
sn′

k (r)
snk (r)

.

The idea is simply that the inequality

λ̇ + λ2 ≤ −k

can be separated to yield

λ̇

λ2 + k
≤ −1 =

λ̇k

(λk)2 + k

Thus ∫ r

0

λ̇

λ2 + k
dt ≤

∫ r

0

λ̇k

(λk)2 + k
dt,

and
F (λ (r)) ≤ F (λk (r)) ,

where F is the antiderivative of 1
λ2+k

that satisfies limλ→∞ F (λ) = 0. Since F has
positive derivative we can conclude that λ (r) ≤ λk (r) . �

It is worthwhile pointing out that there is a much more general comparison
principle for first order differential equations. If λ : [0, b) satisfies

λ̇ ≤ f (λ)

then
λ (r) ≤ µ (r) ,

where µ is the solution to

µ̇ = f (µ) ,

µ (0) = λ (0) .

This is quite simple to establish and often very useful. The problem in the above
case is that we have a singular initial value. It is a special feature of Riccati
equations that we can also work with such initial conditions.

Let us now apply these results to one of the most commonly occurring geometric
situations. Suppose that on a Riemannian manifold (M, g) we have introduced
exponential coordinates around a point p ∈ M so that g = dr2 + gr on a star
shaped open set in TpM − {0} = (0,∞) × Sn−1. Along any given geodesic from p
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the metric gr is thought of as being on Sn−1. It is not important for the next result
that M be complete as it is essentially local in nature.

Theorem 27. Assume that (M, g) satisfies k ≤ sec ≤ K. If gr represents the
metric in the polar coordinates, then we have

sn2
K (r) ds2

n−1 ≤ gr ≤ sn2
k (r) ds2

n−1,

sn′
K (r)

snK (r)
gr ≤ Hessr ≤ sn′

k (r)
snk (r)

gr.

Proof. We first need to observe that Hessr has the initial values

Hessr =
1
r
gr + O (r) .

The first thought is to use the fundamental equations on a parallel field X

∂r (Hessr (X,X)) + Hess2r (X,X) = −sec (X, ∂r) .

This runs into a bit of trouble, though, as we don’t necessarily have that

Hess2r (X,X) = g (∇X∂r,∇X∂r)

= (g (∇X∂r, X))2

= (Hessr (X,X))2

unless X is an eigenvector for ∇·∂r. As we can’t ensure that this happens we must
resort to a slight trick. For fixed θ ∈ Sn−1 define

λmin (r, θ) = min
v⊥∂r

Hessr (v, v)
gr (v, v)

,

λmax (r, θ) = max
v⊥∂r

Hessr (v, v)
gr (v, v)

These functions must be Lipschitz in r and hence absolutely continuous, as they
are given through a minimum or maximum procedure. We now claim that

λ̇max (r) + λ2
max (r) ≤ −k,

λmax (r) =
1
r

+ O (r) ,

λ̇min (r) + λ2
min (r) ≥ −K,

λmin (r) =
1
r

+ O (r) .

The initial conditions are obvious from Hessr. To establish the first inequality at a
point r0 where λmax (r) is differentiable, select a unit v such that

Hessr (v, v) = λmax (r0, θ) gr (v, v) ,

Hess2r (v, v) = λ2
max (r0, θ) gr (v, v)

Then extend v to a parallel field V along the geodesic through p and (r0, θ) and
consider the function φ (r) = Hessr (V, V ) . Then φ (r) ≤ λmax (r) and φ (r0) =
λmax (r0) . Thus λ and φ have the same derivative at r = r0. Using that ∇∂r

V = 0
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this yields

λ̇max (r0) + λ2
max (r0) = φ′ (r0) + λ2

max (r0)

= ∂rHessr (v, v) + Hess2r (v, v)

= (∇∂r
Hessr) (V, V ) + Hess2r (v, v)

= −g (R (v, ∂r) ∂r, v)
≤ −k.

The analysis is similar for the smallest eigenvalue.
Thus, we obtain the desired estimated for the Hessian. For the metric itself we

switch to Jacobi fields and use the differential equation

∂rgr = 2Hessr.

The estimates for the Hessian then imply that

2
sn′

K (r)
snK (r)

gr ≤ ∂rgr ≤ 2
sn′

k (r)
snk (r)

gr,

gr = O
(
r2

)
.

If we compare this to what happens in constant curvature k or K where we have

∂r

(
sn2

k (r) ds2
n−1

)
= 2

sn′
k (r)

snk (r)
ds2

n−1,

sn2
k (r) ds2

n−1 = O
(
r2

)
∂r

(
sn2

K (r) ds2
n−1

)
= 2

sn′
K (r)

snK (r)
ds2

n−1,

sn2
K (r) ds2

n−1 = O
(
r2

)
we see that the desired inequality for the metric gr also holds. �

6. More on Positive Curvature

In this section we shall show some further restrictions on the topology of man-
ifolds with positive curvature. The highlight will be the classical quarter pinched
sphere theorem of Rauch, Berger and Klingenberg. To prove this theorem requires
considerable preparations. We shall have much more to say about this theorem and
its generalizations in chapter 11.

6.1. The Conjugate Radius. As in the case where sec ≤ 0 we are going to
find domains in the tangent space on which the exponential map is nonsingular.

Example 44. Consider Sn
K , K > 0. If we fix p ∈ Sn

K and use polar coordinates,
then the metric looks like dr2 + sn2

Kds2
n−1. At distance π√

K
from p we therefore hit

a conjugate point no matter what direction we go in.

As a generalization of our result on no conjugate points when sec ≤ 0 we can
show

Theorem 28. If (M, g) has sec ≤ K, K > 0, then

expp : B

(
0,

π√
K

)
→ M

has no critical points.
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Proof. As before, pick a ball

B (0, R) ⊂ B

(
0,

π√
K

)
that contains no critical points for expp . The comparison estimate for the pull-back
metric with sec ≤ K then yields

gr ≥ sn2
K (r) ds2

n−1 for r ∈ (0, R) .

If R < π/
√

K, we further see that the metric does vanish on the boundary of
B (0, R) . This shows that the pull-back metric cannot degenerate in B

(
0, π/

√
K

)
.

Consequently D expp is nonsingular at any such point. �
Next we turn our attention to convexity radius.

Theorem 29. Suppose R satisfies
(1) R ≤ 1

2 · inj(x), x ∈ B(p,R),
(2) R ≤ 1

2 · π√
K

, K = sup{sec(π) : π ⊂ TxM, x ∈ B(p,R)}.
Then r(x) = d(x, p) is smooth and convex on B(p,R), and any two points in

B(p,R) are joined by a unique segment that lies in B(p,R).

Proof. The first condition tells us that any two points in B(p,R) are joined
by a unique segment in M , and that r(x) is smooth on B(p, 2 · R). The second
condition ensures us that Hessr ≥ 0 on B(p,R). It then remains to be shown that
if x, y ∈ B(p,R), and γ : [0, 1] → M is the unique segment joining them, then
γ ⊂ B(p,R). For fixed x ∈ B(p,R), define Cx to be the set of ys for which this
holds. Certainly x ∈ Cx and Cx is open. If y ∈ B(p,R) ∩ ∂Cx, then the segment
γ : [0, 1] → M joining x to y must lie in B(p,R) by continuity. Now consider
ϕ(t) = r(γ(t)). By assumption

ϕ(0), ϕ(1) < R,

ϕ̈(t) = Hessr (γ̇(t), γ̇(t)) ≥ 0.

Thus, ϕ is convex, and consequently

max ϕ(t) ≤ max {ϕ(0), ϕ(1)} < R,

showing that γ ⊂ B(p,R). �
The largest R such that r(x) is convex on B(p,R) and any two points in B(p,R)

are joined by unique segments in B(p,R) is called the convexity radius at p. Globally,

conv.rad (M, g) = inf
p∈M

conv.rad(p).

The previous result tell us

conv.rad (M, g) ≥ min
{

inj (M, g)
2

,
π

2
√

K

}
, K = sup sec (M, g) .

In non-positive curvature this simplifies to

conv.rad (M, g) =
inj (M, g)

2
.

Now that we can control conjugate points, we also get estimates for the injectivity
radius. For Riemannian manifolds with sec ≤ 0 the injectivity radius satisfies

inj(p) =
1
2
· (length of shortest geodesic loop based at p) .
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This is because there are no conjugate points whatsoever. On a closed Riemannian
manifold with sec ≤ 0 we get that

inj(M) = inf
p∈M

inj(p) =
1
2
· (length of shortest closed geodesic) .

Since M is closed, the infimum must be a minimum (this is not obvious, since we
haven’t shown that p → inj(p) is continuous, but you can prove this for yourself
using that exp : TM → M ×M is continuous). If p ∈ M realizes this infimum,
and γ : [0, 1] → M is the geodesic loop realizing inj(p), then we can split γ into two
equal segments joining p and γ

(
1
2

)
. Thus, inj

(
γ
(

1
2

)) ≤ inj(p), but this means that
γ must also be a geodesic loop as seen from γ

(
1
2

)
. In particular, it is smooth at p

and forms a closed geodesic.
More generally, we have that if (M, g) has sec ≤ K, where K > 0, then

inj (p) ≥ min
{

π√
K

,
1
2
· (length of shortest geodesic loop based at p)

}
,

inj(M) = inf
p∈M

inj(p) = min
{

π√
K

,
1
2
· (length of shortest closed geodesic)

}
.

These estimates will be used in the next section.

6.2. The Injectivity Radius in Even Dimensions. We get another inter-
esting restriction on the geometry of positively curved manifolds.

Theorem 30. (Klingenberg, 1959) Suppose (M, g) is an orientable even-dimen-
sional manifold with 0 < sec ≤ 1. Then inj (M, g) ≥ π. If M is not orientable, then
inj (M, g) ≥ π

2 .

Proof. The nonorientable case follows from the orientable case, as the orien-
tation cover has inj (M, g) ≥ π.

From our discussion above, we know that the upper curvature bound implies
that if injM < π, then it must be realized by a closed geodesic. So let us assume
that we have a closed geodesic γ : [0, 2injM ] → M parametrized by arclength,
where 2injM < 2π. Since M is orientable and even dimensional, we know that for
all small ε > 0 there are curves γε : [0, 2injM ] → M that converge to γ as ε → 0
and with

� (γε) < � (γ) = 2injM.

Since
γε ⊂ B (γε (0) , injM) .

there is a unique segment from γε (0) to γε (t) .Thus, if γε (tε) is the point at
maximal distance from γε (0) on γε, we get a segment σε joining these points that
in addition is perpendicular to γε at γε (tε) . As ε → 0 we have that tε → injM, and
thus the segments σε must subconverge to a segment from γ (0) to γ (injM) that is
perpendicular to γ at γ (injM) . However, as the conjugate radius is ≥ π > injM,
and γ is a geodesic loop realizing the injectivity radius at γ (0) , we know from
chapter 5 that there can only be two segments from γ (0) to γ (injM) . Thus, we
have a contradiction with our assumption π > injM . �

In Figure 6.5 we have pictured a fake situation, which still gives the correct
idea of the proof. The closed geodesic is the equator on the standard sphere, and
σε converges to a segment going through the north pole.
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Figure 6.5

A similar result can clearly not hold for odd-dimensional manifolds. In dimen-
sion 3 we have the quotients of spheres S3/Zk for all positive integers k. Here the
image of the Hopf fiber via the covering map S3 → S3/Zk is a closed geodesic of
length 2π

k which goes to 0 as k → ∞. Also, the Berger spheres
(
S3, gε

)
give coun-

terexamples, as the Hopf fiber is a closed geodesic of length 2πε. In this case the
curvatures lie in

[
ε2, 4− 3ε2

]
. So if we rescale the upper curvature bound to be 1,

the length of the Hopf fiber becomes 2πε
√

4− 3ε2 and the curvatures will lie in the
interval

[
ε2

4−3ε2 , 1
]

. When ε < 1√
3
, the Hopf fibers have length < 2π. In this case

the lower curvature bound becomes smaller than 1
9 .

A much deeper result by Klingenberg asserts that if a simply connected man-
ifold has all its sectional curvatures in the interval (1

4 , 1], then the injectivity ra-
dius is still ≥ π. This result has been improved first by Klingenberg-Sakai and
Cheeger-Gromoll to allow for the curvatures to be in

[
1
4 , 1

]
. More recently, Abresch-

Meyer showed that the injectivity radius estimate still holds if the curvatures are
in

[
1
4 − 10−6, 1

]
. The Berger spheres show that such an estimate will not hold if

the curvatures are allowed to be in
[
1
9 − ε, 1

]
. Notice that the hypothesis on the

fundamental group being trivial is necessary in order to eliminate all the constant-
curvature spaces with small injectivity radius.

These injectivity radius estimates can be used to prove some fascinating sphere
theorems. This will we discussed next.

6.3. Applications of Index Estimation. Some notions and results from
topology are needed to explain the material here.

We say that A ⊂ X is l-connected if the relative homotopy groups πk (X,A)
vanish for k ≤ l. A theorem of Hurewicz then shows that the relative homology
groups Hk (X,A) also vanish for k ≤ l. Using the long exact sequence for the pair
(X,A)

Hk+1 (X,A) → Hk (A) → Hk (X) → Hk (X,A)
then shows that Hk (A) → Hk (X) is an isomorphism for k < l and surjective for
k = l.

We say that a critical point p ∈ M for a smooth function f : M → R has index
≥ m if the Hessian of f is negative definite on a m-dimensional subspace in TpM.
Note that if m ≥ 1, then p can’t be a local minimum for f as the function must
decrease in the directions where the Hessian is negative definite. The index of a
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critical point gives us information about how the topology of M changes as we pass
through this point. In Morse theory a much more precise statement is proven, but
it also requires the critical points to be nondegenerate, an assumption we do not
make here (see [68]).

Theorem 31. Let f : M → R be a smooth proper function. If b is not a critical
value for f and all critical points in f−1 ([a, b]) have index ≥ m, then

f−1 ((−∞, a]) ⊂ f−1 ((−∞, b])

is (m− 1)-connected.

Outline of Proof. If there are no critical points in f−1 ([a, b]) , then the
gradient flow will deform f−1 ((−∞, b]) to f−1 ((−∞, a]) . This is proved in detail
in chapter 11. If there are critical points, then we can cover the set of critical points
by finitely many sets Ui, where Ūi ⊂ Vi and Vi is a coordinate chart where the first
m coordinates correspond to directions where f decreases. These Vis exist because
of our assumption about the index of the critical points.

Now consider a map φ : Sk−1 → f−1 ([a, b]) . The negative gradient flow of f
will deform φ to a map φ′ that meets the regions Vi. Using transversality we can,
after possibly making another small perturbation to φ′, assume that not all of the
first m coordinate functions on Vi vanish on φ′. Having done that φ′ can be flowed in
those directions until the image of φ′ in Ui lies below the critical value. In this way
it is possible to continuously deform φ until it its image lies in f−1 ((−∞, a]) . �

In analogy with Ωp,q (M) define

ΩA,B (M) = {γ : [0, 1] → M : γ (0) ∈ A, γ (1) ∈ B} .

If A,B ⊂ M are compact, then the energy functional

E : ΩA,B (M) → [0,∞)

is reasonably nice in the sense that it behaves like a proper smooth function on a
manifold. If in addition A and B are submanifolds then the variational fields for
variations in ΩA,B (M) consist of fields along the curve that are tangent to A and
B at the endpoints. Therefore, critical points are naturally identified with geodesic
that are perpendicular to A and B at the endpoints. We say that the index of such
a geodesic ≥ k if there is a k-dimensional space of fields along the geodesic such
that the second variation of the these fields is negative.

Theorem 32. Let M be a complete Riemannian manifold and A ⊂ M a com-
pact submanifold. If every geodesic in ΩA,A (M) has index ≥ k, then A ⊂ M is
k-connected.

Proof. See also [58, Theorem 2.5.16] for a proof. Identify A = E−1 (0) and
use the above as a guide for what should happen. This shows that A ⊂ ΩA,A (M)
is (k − 1)-connected. Next we note that

πl (ΩA,A (M) , A) = πl+1 (M,A) .

This gives the result. �
This theorem can be used to prove a sphere theorem by Berger.

Theorem 33. (Berger, 1958) Let M be a closed n-manifold with sec ≥ 1 and
injp > π/2 for some p ∈ M, then M is (n− 1)-connected and hence a homotopy
sphere.
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Proof. First note that every geodesic loop at p is either the constant curve or
has length > π since injp > π/2. We showed earlier in the chapter that geodesics
of length > π have proper variations whose second derivative is negative. In fact
each parallel along the geodesic could be modified to create such a variation. As
there is an (n− 1)-dimensional space of such parallel fields we conclude that the
index of such geodesics is ≥ (n− 1) . This shows that p ∈ M is (n− 1)-connected
and consequently that M is (n− 1)-connected.

Finally, to see that M is a homotopy sphere we take a map F : M → Sn of
degree 1. A theorem of H. Hopf guarantees that this is always possible. Since M is
(n− 1)-connected this map must be an isomorphism on πk for k < n as Sn is also
(n− 1)-connected. This implies that

πn (M) � Hn (M) → Hn (Sn) � πn (Sn)

is an isomorphism. Hurewicz’ result shows that the homotopy and homology groups
are isomorphic, while the fact that F has degree 1 implies that Hn (Sn) → Hn (M)
is an isomorphism. A theorem of Whitehead then implies that F is a homotopy
equivalence. �

This theorem is even more interesting in view of the injectivity radius estimate
in positive curvature that we discussed in the above section. Thus we get

Corollary 13. (Rauch-Berger-Klingenberg, 1951-61) Let M be a closed sim-
ply connected n-manifold with 4 > sec ≥ 1, then M is (n− 1)-connected and hence
a homotopy sphere.

The conclusion can be strengthened to say that M is homeomorphic to a sphere.
This follows from the solution to the generalized Poincaré conjecture in dimensions
n �= 3 given what we have already proven. In chapter 11 we shall describe an
explicit homeomorphism.

Using a similar analysis to the above theorem one also gets the less interesting
result.

Corollary 14. Let M be a closed n-manifold with Ric ≥ (n− 1) and injp >
π/2 for some p ∈ M, then M is simply connected.

Finally we mention a significant result that allows us to make strong conclusions
about connectedness in positive curvature. The result will be used and enhanced
in chapter 7.

Lemma 22. (The Connectedness Principle, Wilking, 2003) Let Mn be a com-
pact n-manifold with positive sectional curvature.

(a) If Nn−k ⊂ Mn is a codimension k totally geodesic submanifold, then N ⊂
M is (n− 2k + 1)-connected.

(b) If Nn−k1
1 and Nn−k2

2 are totally geodesic submanifolds of M with k1 ≤ k2

and k1 + k2 ≤ n, then N1 ∩ N2 is a nonempty totally geodesic submanifold and
N1 ∩N2 → N2 is (n− k1 − k2)-connected.

Proof. (a) Let γ ∈ ΩN,N (M) be a geodesic and E a parallel field along γ such
that E is tangent to N at the endpoints. Then we can construct a variation γ̄ (s, t)
such that γ̄ (0, t) = γ (t) and s → γ̄ (s, t) is a geodesic with initial velocity E|γ(t).
Since N is totally geodesic we see that γ̄ (s, 0) , γ̄ (s, 1) ∈ N. Thus the variational
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curves lie in ΩN,N (M) . The second variation formula for this variation now tells
us that

d2E (γs)
ds2

|s=0 =
∫ 1

0

∣∣∣Ė∣∣∣2 dt−
∫ b

a

g
(
R

(
Ė, γ̇

)
γ̇, Ė

)
dt + g

(
∂2γ̄

∂s2
, γ̇

)∣∣∣∣1
0

= −
∫ 1

0

g
(
R

(
Ė, γ̇

)
γ̇, Ė

)
dt

< 0

since Ė = 0, ∂2γ̄
∂s2 = 0, and E is perpendicular to γ̇. Thus each such parallel field

gives us a negative variation. This shows that the index of γ is bigger than the set
of variational parallel fields.

Let V ⊂ Tγ(1)M be the subspace of vectors v = E (1) where E is a parallel field
along γ such that E (0) ∈ Tγ(0)N. The space of parallel fields used to get negative
variations is then identified with V ∩ Tγ(1)N. To find the dimension of that space
we note that TpN and hence also V have dimension n−k. Moreover, V and Tγ(1)N
lie in the orthogonal complement to γ̇ (1). Putting this together gives us

2n− 2k = dim
(
Tγ(1)N

)
+ dim (V )

= dim
(
V ∩ Tγ(1)N

)
+ dim

(
V + Tγ(1)N

)
≤ dim

(
V ∩ Tγ(1)N

)
+ n− 1.

(b) It is easy to show that N1 ∩N2 is also totally geodesic. The key is to guess
that for p ∈ N1 ∩N2 we have

Tp (N1 ∩N2) = TpN1 ∩ TpN2.

To see that N1∩N2 �= ∅ select a geodesic from N1 to N2. The dimension conditions
imply that there is a (n− k1 − k2 + 1)-dimensional space of parallel field along this
geodesic that are tangent to N1 and N2 at the end points. Since k1 + k2 ≤ n we
get a variation with negative second derivative, thus nearby variational curves are
shorter. This shows that there can’t be a nontrivial geodesic of shortest length
joining N1 and N2.

Using E : ΩN1,N2 (M) → [0,∞) we can identify N1∩N2 = E−1 (0) . So we have
in fact shown that N1 ∩N2 ⊂ ΩN1,N2 (M) is (n− k1 − k2)-connected . Using that
N1 ⊂ M is (n− 2k1 + 1)-connected shows that ΩN1,N2 (M) ⊂ ΩM,N2 (M) is also
(n− 2k1 + 1)-connected. Since k1 ≤ k2 this shows that N1 ∩ N2 ⊂ ΩM,N2 (M) is
(n− k1 − k2)-connected. Finally observe that ΩM,N2 (M) can be retracted to N2

and therefore is homotopy equivalent to N2. This proves the claim. �

What is commonly known as Frankel’s theorem is included in part (b). The
statement is simply that under the conditions in (b) the intersection is nonempty.

7. Further Study

Several textbooks treat the material mentioned in this chapter, and they all
use variational calculus. We especially recommend [19], [41], and [56]. The latter
also discusses in more detail closed geodesics and, more generally, minimal maps
and surfaces in Riemannian manifolds.

As we won’t discuss manifolds of nonpositive curvature in detail later in the text
some references for this subject should be mentioned here. With the knowledge we
have right now, it shouldn’t be too hard to read the books [9] and [7]. For a more
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advanced account we recommend the survey by Eberlein-Hammenstad-Schroeder in
[45]. At the moment the best, most complete, and up to date book on the subject
is probably [34].

For more information about the injectivity radius in positive curvature the
reader should consult the article by Abresch and Meyer in [50].

All of the necessary topological background material used in this chapter can
be found in [68] and [86].

8. Exercises

(1) Show that in even dimensions the sphere and real projective space are the
only closed manifolds with constant positive curvature.

(2) Suppose we have a rotationally symmetric metric dr2 + ϕ2 (r) dθ2. We
wish to understand parallel translation along a latitude, i.e., a curve with
r = a. To do this we construct a cone dr2 + (ϕ (a) + ϕ̇ (a) (r − a))2 dθ2

that is tangent to this surface at the latitude r = a. In case the surface
really is a surface of revolution, this cone is a real cone that is tangent to
the surface along the latitude r = a.
(a) Show that in the standard coordinates (r, θ) on these surfaces, the

covariant derivative ∇∂θ
is the same along the curve r = a. Conclude

that parallel translation is the same along this curve on these two
surfaces.

(b) Now take a piece of paper and try to figure out what parallel transla-
tions along a latitude on a cone looks like. If you unwrap the paper it
is flat; thus parallel translation is what it is in the plane. Now rewrap
the paper and observe that parallel translation along a latitude does
not necessarily generate a closed parallel field.

(c) Show that in the above example the parallel field along r = a closes
up if ϕ̇ (a) = 0.

(3) (Fermi-Walker transport) Related to parallel transport there is a more
obscure type of transport that is sometimes used in physics. Let γ :
[a, b] → M be a curve into a Riemannian manifold whose speed never
vanishes and

T =
γ̇

|γ̇|
the unit tangent of γ. We say that V is a Fermi-Walker field along γ if

V̇ = g (V, T ) Ṫ − g
(
V, Ṫ

)
T

=
(
Ṫ ∧ T

)
(V ) .

(a) Show that given V (t0) there is a unique Fermi-Walker field V along
γ whose value at t0 is V (t0) .

(b) Show that T is a Fermi-Walker field along γ.
(c) Show that if V,W are Fermi-Walker fields along γ, then g (V,W ) is

constant along γ.
(d) If γ is a geodesic, then Fermi-Walker fields are parallel.

(4) Let (M, g) be a complete n-manifold of constant curvature k. Select a
linear isometry L : TpM → Tp̄S

n
k . When k ≤ 0 show that

expp ◦L−1 ◦ exp−1
p̄ : Sn

k → M
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is a Riemannian covering map. When k > 0 show that

expp ◦L−1 ◦ exp−1
p̄ : Sn

k − {−p̄} → M

extends to a Riemannian covering map Sn
k → M. (Hint: Use that the

differential of the exponential maps is controlled by the metric, which in
turn can be computed when the curvature is constant. You should also use
the conjugate radius ideas presented in connection with the Hadamard-
Cartan theorem.)

(5) Let γ : [0, 1] → M be a geodesic. Show that expγ(0) has a critical point at
tγ̇ (0) iff there is a Jacobi field J along γ such that J (0) = 0, J̇ (0) �= 0,
and J (t) = 0.

(6) Let γ (s, t) : [0, 1]2 → (M, g) be a variation such that R
(

∂γ
∂s , ∂γ

∂t

)
= 0

everywhere. Show that for each v ∈ Tγ(0,0)M, there is a parallel field
V : [0, 1]2 → TM along γ, i.e., ∂V

∂s = ∂V
∂t = 0 everywhere.

(7) Using

R

(
∂γ

∂s
,
∂γ

∂t

)
∂γ

∂u
=

∂3γ

∂s∂t∂u
− ∂3γ

∂t∂s∂u

show that the two skew-symmetry properties and Bianchi’s first identity
hold for the curvature tensor.

(8) Let γ be a geodesic and X a Killing field in a Riemannian manifold. Show
that the restriction of X to γ is a Jacobi field.

(9) Let γ be a geodesic in a Riemannian manifold and J1, J2 Jacobi fields
along γ. Show that

g
(
J̇1, J2

)
− g

(
J1, J̇2

)
is constant. A special case is when J2 = γ̇.

(10) A Riemannian manifold is said to be k-point homogeneous if for all pairs
of points (p1, . . . , pk) and (q1, . . . , qk) with d (pi, pj) = d (qi, qj) there is an
isometry F with F (pi) = qi. When k = 1 we simply say that the space is
homogeneous.
(a) Show that a homogenous space has constant scalar curvature.
(b) Show that if k > 2 and (M, g) is k-point homogeneous, then M is

also (k − 1)-point homogeneous.
(c) Show that if (M, g) is two-point homogeneous, then (M, g) is an

Einstein metric.
(d) Show that if (M, g) is three-point homogeneous, then (M, g) has con-

stant curvature.
(e) Classify all three-point homogeneous spaces. Hint: The only one that

isn’t simply connected is the real projective space.
(11) Show that if G is an infinite Abelian group that is the subgroup of the

fundamental group of a manifold with constant curvature, then either the
manifold is flat or G is cyclic.

(12) Let M → N be a Riemannian k-fold covering map. Show, volM = k·volN.
(13) Starting with a geodesic on a two-dimensional space form, discuss how the

equidistant curves change as they move away from the original geodesic.
(14) Introduce polar coordinates (r, θ) ∈ (0,∞) × Sn−1 on a neighborhood U

around a point p ∈ (M, g) . If (M, g) has sec ≥ 0 (sec ≤ 0) , show that any
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curve γ (t) = (r (t) , θ (t)) is shorter (longer) in the metric g than in the
Euclidean metric on U.

(15) Around an orientable hypersurface H ↪→ (M, g) introduce the usual co-
ordinates (r, x) ∈ R × H on some neighborhood U around H. On U we
have aside from the given metric g, also the radially flat metric dt2 + g0,
where g0 is the restriction of g to H. If M has sec ≥ 0 (sec ≤ 0) and
γ (t) = (r (t) , x (t)) is a curve, where r ≥ 0 and the shape operator is ≤ 0
(≥ 0) at x (t) for all t, show that γ is shorter (longer) with respect to g
than with respect to the radially flat metric dt2 + g0.

(16) (Frankel) Let M be an n-dimensional Riemannian manifold of positive
curvature and A,B two totally geodesic submanifolds. Show that A and
B must intersect if dimA + dimB ≥ n − 1. Hint: assume that A and B
do not intersect. Then find a segment of shortest length from A to B.
Show that this segment is perpendicular to each submanifold. Then use
the dimension condition to find a parallel field along this geodesic that
is tangent to A and B at the endpoints to the segments. Finally use the
second variation formula to get a shorter curve from A to B.

(17) Let M be a complete n-dimensional Riemannian manifold and A ⊂ M a
compact submanifold. Without using Wilking’s connectedness principle
establish the following statements directly.
(a) Show that curves in ΩA,A (M) that are not stationary for the energy

functional can be deformed to shorter curves in ΩA,A (M) .
(b) Show that the stationary curves for the energy functional on ΩA,A (M)

consists of geodesics that are perpendicular to A at the end points.
(c) If M has positive curvature, A ⊂ M is totally geodesic, and 2dimA ≥

dimM, then the stationary curves can be deformed to shorter curves
in ΩA,A (M) .

(d) (Wilking) Conclude from c. that any curve γ : [0, 1] → M that starts
and ends in A is homotopic through such curves to a curve in A, i.e.,
π1 (M,A) is trivial.

(18) Generalize Preissmann’s theorem to show that any solvable subgroup of
the fundamental group must be cyclic.

(19) Let (M, g) be an oriented manifold of positive curvature and suppose we
have an isometry F : M → M of finite order without fixed points. Show
that if dimM is even, then F must be orientation reversing, while if dimM
is odd, it must be orientation preserving. Weinstein has proven that this
holds even if we don’t assume that F has finite order.

(20) Use an analog of Cartan’s result on isometries of finite order in nonpositive
curvature to show that any closed manifold of constant curvature = 1 must
either be the standard sphere or have diameter ≤ π

2 . Generalize this to
show that any closed manifold with sec ≥ 1 is either simply connected
or has diameter ≤ π

2 . In chapter 11 we shall show the stronger statement
that a closed manifold with sec ≥ 1 and diameter > π

2 must in fact be
homeomorphic to a sphere.

(21) (The Index Form) Below we shall use the second variation formula to
prove several results established in chapter 5. If V,W are vector fields
along a geodesic γ : [0, 1] → (M, g) , then the index form is the symmetric
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bilinear form

I1
0 (V,W ) = I (V,W ) =

∫ 1

0

(
g
(
V̇ , Ẇ

)
− g (R (V, γ̇) γ̇,W )

)
dt.

In case the vector fields come from a proper variation of γ this is equal
to the second variation of energy. Assume below that γ : [0, 1] → (M, g)
locally minimizes the energy functional. This implies that I (V, V ) ≥ 0
for all proper variations.
(a) If I (V, V ) = 0 for a proper variation, then V is a Jacobi field. Hint:

Let W be any other variational field that also vanishes at the end
points and use that

0 ≤ I (V + εW, V + εW ) = I (V, V ) + 2εI (V,W ) + ε2I (W,W )

for all small ε to show that I (V,W ) = 0. Then use that this holds
for all W to show that V is a Jacobi field.

(b) Let V and J be variational fields along γ such that V (0) = J (0) and
V (1) = J (1) . If J is a Jacobi field show that

I (V, J) = I (J, J) .

(c) (The Index Lemma) Assume in addition that there are no Jacobi
fields along γ that vanish at both end points. If V and J are as in b.
show that I (V, V ) ≥ I (J, J) with equality holding only if V = J on
[0, 1] . Hint: Prove that if V �= J, then

0 < I (V − J, V − J) = I (V, V )− I (J, J) .

(d) Assume that there is a nontrivial Jacobi field J that vanishes at
0 and 1, show that γ : [0, 1 + ε] → M is not locally minimizing
for ε > 0. Hint: For sufficiently small ε there is a Jacobi field
K : [1− ε, 1 + ε] → TM such that K (1 + ε) = 0 and K (1− ε) =
J (1− ε) . Let V be the variational field such that V |[0,1−ε] = J and
V |[1−ε,1+ε] = K. Finally extend J to be zero on [1, 1 + ε] . Now show
that

0 = I1
0 (J, J) = I1+ε

0 (J, J) = I1−ε
0 (J, J) + I1+ε

1−ε (J, J)

> I1−ε
0 (J, J) + I1+ε

1−ε (K,K) = I (V, V ) .



CHAPTER 7

The Bochner Technique

Aside from the variational techniques we saw used in the last chapter one of
the oldest and most important techniques in modern Riemannian geometry is that
of the Bochner technique. In this chapter we shall prove some of the classical
theorems Bochner proved about obstructions to the existence of Killing fields and
harmonic 1-forms. We also explain briefly how the Bochner technique extends to
forms. This will in the next chapter lead us to a classification of compact manifolds
with nonnegative curvature operator. To establish the relevant Bochner formula for
forms, we have used the language of Clifford multiplication. It is, in our opinion,
much easier to work consistently with Clifford multiplication, rather than trying
to keep track of wedge products, interior products, Hodge star operators, exterior
derivatives, and their dual counter parts. In addition, it has the effect of preparing
one for the world of spinors, although we won’t go into this here. In the last section
we give a totally different application of the Bochner technique. In effect, we try
to apply it to the curvature tensor itself. The outcome will be used in the next
chapter in our classification of manifolds with nonnegative curvature operator.

It should be noted that we have not used a unified approach to the Bochner
technique. There are many equivalent approaches and we have tried to discuss a
few of them here. It is important to learn how it is used in its various guises, as one
otherwise could not prove some of the results we present. We have for pedagogical
reasons used Stokes’ theorem throughout rather than the maximum principle. The
reason is that one can then cover the material with minimum knowledge of geodesic
geometry. The maximum principle in the strongest possible form is established and
used in chapter 9. The interested reader is encouraged to learn about it there, and
then go back and try it out in connection with the Bochner technique.

The Bochner technique was, as the name indicates, invented by Bochner. How-
ever, Bernstein knew about it for harmonic functions on domains in Euclidean
space. Specifically, he used

∆
1
2
|∇u|2 =

∣∣∇2u
∣∣2 ,

where u : Ω ⊂ Rn → R and ∆u = 0. It was Bochner who realized that when the
same trick is attempted on Riemannian manifolds, a curvature term also appears.
Namely, for u : (M, g) → R with ∆gu = 0 one has

∆
1
2
|∇u|2 =

∣∣∇2u
∣∣2 + Ric (∇u,∇u) .

With this it is clear that curvature influences the behavior of harmonic functions.
The next nontrivial step Bochner took was to realize that one can compute ∆ 1

2 |ω|2
for any harmonic form ω and then try to get information about the topology of the
manifold. The key ingredient here is of course Hodge’s theorem, which states that

187
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any homology class can be represented by a harmonic form. Yano further refined
the Bochner technique, but it seems to be Lichnerowicz who really put things into
gear, when around 1960 he presented his formulae for the Laplacian on forms and
spinors. After this work, Berger, D. Meyer, Gallot, Gromov-Lawson, Witten, and
many others have made significant contributions to this tremendously important
subject.

Prior to Bochner’s work Weitzenböck also developed a formula very similar to
the Bochner formula. We shall also explain this related formula and how it can be
used to establish the Bochner formulas we use. It appears that Weitzenböck never
realized that his work could have an impact on geometry and only thought of his
work as an application of algebraic invariant theory.

1. Killing Fields

We shall see how Killing fields interact with curvature in various settings. But
first we need to establish some general properties (see also the appendix for expla-
nations of how flows and Lie derivatives are related).

1.1. Killing Fields in General. A vector field X on a Riemannian manifold
(M, g) is called a Killing field if the local flows generated by X act by isometries.
This translates into the following simple characterization:

Proposition 26. A vector field X on a Riemannian manifold (M, g) is a
Killing field if and only if LXg = 0.

Proof. Let F t be the local flow for X. Recall that

(LXg) (v, w) =
d

dt
g
(
DF t (v) , DF t (w)

) |t=0.

Thus we have
d

dt
g
(
DF t (v) , DF t (w)

) |t=t0 =
d

dt
g
(
DF t−t0DF t0 (v) , DF t−t0DF t0 (w)

) |t=t0

=
d

ds
g
(
DF sDF t0 (v) , DF sDF t0 (w)

) |s=0

= LXg
(
DF t0 (v) , DF t0 (w)

)
.

This shows that LXg = 0 if and only if t → g (DF t (v) , DF t (w)) is constant. Since
F 0 is the identity map this is equivalent to assuming the flow acts by isometries. �

We can now use this characterization to show

Proposition 27. X is a Killing field iff v → ∇vX is a skew symmetric (1, 1)-
tensor.

Proof. Let θX (v) = g (X, v) be the 1-form dual to X and recall that

dθX(V,W ) + (LXg) (V,W ) = 2g (∇V X,W ) .

Thus LXg ≡ 0 iff v → ∇vX is skew-symmetric. �

Proposition 28. For a given p ∈ M , a Killing field X is uniquely determined
by X|p and (∇X)|p.
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Proof. The equation LXg ≡ 0 is linear in X, so the space of Killing fields is a
vector space. Therefore, it suffices to show that X ≡ 0 on M provided X|p = 0 and
(∇X) |p = 0. Using an open-closed argument, we can reduce our considerations to
a neighborhood of p.

Let F t be the local flow for X near p. The condition X|p = 0 implies that
F t (p) = p for all t. Thus DF t : TpM → TpM. We claim that also DF t = I. By
assumption we know that that X commutes with any vector field at p

[X,Y ] |p = ∇X(p)Y −∇Y (p)X

= ∇0Y − 0 = 0.

If we have Y |p = v, then the definition of the Lie derivative implies

0 = LXY |p =
d

dt

(
DF t (v)− v

) |t=0.

Consequently

0 = LXDF t0 (Y ) |p
=

d

ds

(
DF sDF t0 (v)−DF t0 (v)

) |s=0

=
d

dt

(
DF t−t0DF t0 (v)−DF t0 (v)

) |t=t0

=
d

dt

(
DF t (v)−DF t0 (v)

) |t=t0 .

In other words t → DF t (v) is constant. As DF 0 (v) = v we have that DF t = I.
Since the flow diffeomorphisms act by isometries, we can conclude that they

must be the identity map, and hence X = 0 in a neighborhood of p.
We could also have used that X, when restricted to a geodesic γ must be a

Jacobi field as the flow of X generates a geodesic variation. Thus X = 0 along this
geodesic if X|γ(0) and ∇γ̇(0)X both vanish. �

These properties lead us to two important general results about Killing fields.

Theorem 34. The zero set of a Killing field is a disjoint union of totally
geodesic submanifolds each of even codimension.

Proof. The flow generated by a Killing field X on (M, g) acts by isometries
so we know from chapter 5 that the fixed point set of these isometries is a union
of totally geodesic submanifolds. We next observe that the fixed point set of these
isometries is precisely the set of points where the Killing field vanishes. Finally
assume that X|p = 0 and let V ⊕ W = TpM be the orthogonal decomposition
where V is the tangent space to the zero set for X. We know from the above proof
that ∇vX = 0 iff v ∈ V. Thus w → ∇wX is an isomorphism on W. As it is also a
skew-symmetric map it follows that W is even-dimensional. �

Theorem 35. The set of Killing fields iso(M, g) is a Lie algebra of dimension
≤ (n+1)n

2 . Furthermore, if M is compact (or complete), then iso(M, g) is the Lie
algebra of Iso(M, g).

Proof. Note that L[X,Y ] = [LX , LY ]. So if LXg = LY g = 0, we also have that
L[X,Y ]g = 0. Thus, iso(M, g) does form a Lie algebra. We have just seen that the
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map X → (X|p, (∇X)|p) is linear and has trivial kernel. So

dim(iso(M, g)) ≤ dimTpM + dim(skew-symmetric transformations of TpM)

= n +
n(n− 1)

2
=

(n + 1)n
2

.

The last statement is not easy to prove. Observe, however, that since M
is compact, each vector field generates a global flow on M . Each Killing field
therefore generates a 1-parameter subgroup of Iso(M, g). If we take it for granted
that Iso(M, g) is a Lie group, then the identity component is of course generated by
the 1-parameter subgroups, and each such group by definition generates a Killing
field.

In case M is complete one can show that Killing fields generate global flows as
in the compact case. With that in mind a similar proof can be carried through. �

Recall that dim(Iso(Sn
k )) = (n+1)n

2 . Thus, all space forms have maximal dimen-
sion for their isometry groups. If we consider other complete spaces with constant
curvature, then we know they look like Sn

k /Γ, where Γ ⊂ Iso(Sn
k ) acts freely and

discontinuously on Sn
k . The isometries on the quotient Sn

k /Γ can now be identi-
fied with those isometries of Iso(Sn

k ) that commute with all elements in Γ. So if
dim(Iso(Sn

k /Γ)) is maximal, then the elements in Γ must commute with all the el-
ements in the connected component of Iso(Sn

k ) containing the identity. This shows
that Γ has to consist of homotheties. Thus, Γ can essentially only be {I, −I} if it
is nontrivial. But −I acts freely only on the sphere. Thus, only one other constant-
curvature space form has maximal dimension for the isometry group, namely RPn.

More generally, one can prove that if (M, g) is complete and

dim (Iso(M, g)) =
n(n + 1)

2
,

then (M, g) has constant curvature. To see this, we need a new construction.
The frame bundle FM of (M, g) is the set of (p, e1, . . . , en), where p ∈ M and
e1, . . . , en forms an orthonormal basis for TpM . It is not hard to see that this is a
manifold of dimension n(n+1)

2 . Any isometry F : M → M induces a map of FM by
sending (p, e1, . . . , en) to (F (p), DF (e1) , . . . , DF (en)). The uniqueness theorem
for isometries shows that the induced action of Iso(M) on FM cannot have any
fixed points. Thus each orbit

{(F (p), DF (e1) , . . . , DF (en)) : F ∈ Iso(M)} ⊂ FM

is a properly embedded submanifold of FM diffeomorphic to Iso(M). When

dim (Iso(M)) =
n(n + 1)

2
it must therefore follow that the orbit is a component of FM . FM itself has either
one or two components depending on whether M is nonorientable or orientable. In
either case any two 2-dimensional subspaces admit bases that are mapped to each
other by an isometry of M . This clearly shows that M has constant curvature.

1.2. Killing Fields in Negative Ricci Curvature. For a (1, 1)-tensor T
the norm is

|T |2 = tr (T ◦ T ∗) =
n∑

i=1

g (T (Ei) , T (Ei))
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where T ∗ is the adjoint and Ei is any orthonormal frame.

Proposition 29. Let X be a Killing field on (M, g) and consider the function
f = 1

2g(X,X) = 1
2 |X|2 , then

(1) ∇f = −∇XX.
(2) Hessf (V, V ) = g (∇V X,∇V X)−R (V,X,X, V ) .

(3) ∆f = |∇X|2 − Ric (X,X) .

Proof. To see (1), observe that

g (V,∇f) = DV f

= g(∇V X,X)
= −g(V,∇XX).

For (2), we repeatedly use that V → ∇V X is skew-symmetric:

Hessf (V, V ) = g (∇V (−∇XX) , V )
= −g (R (V,X) X,V )− g (∇X∇V X,V )− g

(∇[V,X]X,V
)

= −R (V,X,X, V )− g (∇X∇V X,V )
+g (∇∇XV X,V )− g (∇∇V XX,V )

= −RX (V ) + g (∇V X,∇V X)− g (∇X∇V X,V )− g (∇V X,∇XV )
= −RX (V ) + g (∇V X,∇V X)−DXg (∇V X,V )
= −RX (V ) + g (∇V X,∇V X) .

For (3) we select an orthonormal frame Ei and see that

∆f =
n∑

i=1

Hessf (Ei, Ei)

=
n∑

i=1

g (∇Ei
X,∇Ei

X)−
n∑

i=1

R (Ei, X,X,Ei)

=
n∑

i=1

g (∇Ei
X,∇Ei

X)− Ric (X,X)

= |∇X|2 − Ric (X,X) .

�

Theorem 36. (Bochner, 1946) Suppose (M, g) is compact, oriented, and has
Ric ≤ 0. Then every Killing field is parallel. Furthermore, if Ric < 0, then there
are no nontrivial Killing fields.

Proof. If we define f = 1
2 |X|2 for a Killing field X, then using Stokes’ theorem

and the condition Ric ≤ 0 gives us

0 =
∫

M

∆f · dvol

=
∫

M

(
−Ric(X,X) + |∇X|2

)
· dvol

≥
∫

M

|∇X|2 · dvol

≥ 0.
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Thus |∇X| ≡ 0 and X must be parallel. In addition

Ric(X,X) ≤ 0,∫
M

−Ric(X,X) · dvol = 0

so Ric (X,X) ≡ 0. If Ric < 0 this implies that X ≡ 0. �

Corollary 15. With (M, g) as in the theorem, we have

dim(iso(M, g)) = dim(Iso(M, g)) ≤ dimM,

and Iso(M, g) is finite if Ric(M, g) < 0.

Proof. Since any Killing field is parallel, the linear map: X → X|p from
iso(M, g) to TpM is injective. This gives the result. For the second part use that
Iso(M, g) is compact, since M is compact, and that the identity component is
trivial. �

Corollary 16. With (M, g) as before and p = dim(iso(M, g)), we have that
the universal covering splits isometrically as M̃ = Rp ×N .

Proof. On M̃ there are p linearly independent parallel vector fields, which we
can assume to be orthonormal. Since M̃ is simply connected, each of these vector
fields is the gradient field for a distance function. If we consider just one of these
distance function we see that the metric splits as g = dr2 + gr = dr2 + g0 since the
Hessian of this distance function vanishes. As we get such a splitting for p distance
functions with orthonormal gradients we get the desired splitting of M̃. �

The result about nonexistence of Killing fields can actually be slightly improved
to yield

Theorem 37. Suppose (M, g) is a compact manifold with quasi-negative Ricci
curvature, i.e., Ric ≤ 0 and Ric(v, v) < 0 for all v ∈ TpM − {0} for some p ∈ M .
Then (M, g) admits no nontrivial Killing fields.

Proof. We already know that any Killing field is parallel. Thus a Killing field
is always zero or never zero. If the latter holds, then Ric(X,X)(p) < 0, but this
contradicts

0 = ∆f(p) = −Ric(X,X)(p) > 0.

�

Bochner’s theorem has been generalized by X. Rong to a more general statement
asserting that a closed Riemannian manifold with negative Ricci curvature can’t
admit a pure F -structure of positive rank (see [83] for the definition of F structure
and proof of this). An F -structure on M is essentially a finite covering of open sets
Ui on some finite covering space M̂ → M, such that we have a Killing field Xi on
each Ui. Furthermore, these Killing fields must commute whenever they are defined
at the same point, i.e., [Xi, Xj ] = 0 on Ui ∩Uj . The idea of the proof is to consider
the function

f = det (g (Xi, Xj))i,j

If only one vector field is given on all of M, then this reduces to the function

f = g (X,X)
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that we considered above. For the above expression one must show that it is a
reasonably nice function that has a similar Bochner formula.

1.3. Killing Fields in Positive Curvature. We can actually also say quite
a bit about Killing fields in positive sectional curvature. This is a much more
recent development in Riemannian geometry. We shall mostly study how Killing
fields can be used to make conclusions about the Euler characteristic, but we shall
also mention several stronger results without giving their proofs.

Recall that any vector field on an even-dimensional sphere has a zero, since
the Euler characteristic is 2 ( �= 0). At some point H. Hopf conjectured that in fact
any even-dimensional manifold with positive sectional curvature has positive Euler
characteristic. If the curvature operator is positive, this is certainly true, as we
shall see below. From chapter 6 we know that |π1| < ∞, provided just the Ricci
curvature is positive. Thus H1(M, R) = 0. This shows that the conjecture holds in
dimension 2. In dim = 4, Poincaré duality implies that

H1(M, R) = H3(M, R) = 0.

Hence
χ(M) = 1 + dimH2(M, R) + 1 ≥ 2.

In higher dimensions we have the following partial justification for the Hopf con-
jecture.

Theorem 38. (Berger, 1965) If (M, g) is a compact, even-dimensional mani-
fold of positive sectional curvature, then every Killing field has a zero.

Proof. Consider as before f = 1
2 |X|2. If X has no zeros, f will have a positive

minimum at some point p ∈ M . Then of course Hessf |p ≥ 0. We also know that

Hessf (V, V ) = g (∇V X,∇V X)−R (V,X,X, V )

and by assumption, g(R(V,X)X,V ) > 0 if X and V are linearly independent.
Using this, we shall find V such that Hessf (V, V ) < 0 near p, thus arriving at a
contradiction.

Recall that the linear endomorphism v → ∇vX is skew-symmetric. Further-
more, (∇XX)|p = 0, since ∇f |p = − (∇XX) |p, and f has a minimum at p. Thus,
we have a skew-symmetric map TpM → TpM with at least one zero eigenvalue.
But then, even dimensionality of TpM ensures us that there must be at least one
more zero eigenvector v ∈ TpM linearly independent from X. Thus,

Hessf (v, v) = g (∇vX,∇vX)−R (v,X,X, v)
= −R (v,X,X, v) < 0.

�

In odd dimensions we can get completely different information from the exis-
tence of a nontrivial Killing field.

Theorem 39. (X. Rong, 1995) If a closed Riemannian n-manifold (M, g) ad-
mits a nontrivial Killing field, then the fundamental group has a cyclic subgroup of
index ≤ c (n) .

The reader should consult [82] for a more general statement and the proof.
Observe, however, that should such a manifold admit a free isometric action by
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S1, then the quotient M/S1 is a positively curved manifold as well (by the O’Neill
formula from chapter 3.) Thus, we have a fibration,

S1 → M
↓

M/S1.

In case M is even-dimensional, we know that π1 (M) is either trivial or Z2. So in
this case there is nothing to prove. Otherwise, the quotient is even-dimensional.
The long exact sequence for the homotopy groups is

π2

(
M/S1

)→ Z → π1 (M) → π1

(
M/S1

)
=

{ {1} ,
Z2.

Thus, π1 (M) must either be a finite cyclic group or contain a finite cyclic subgroup
of index 2. This result is enhanced by the surprising observation of R. Shankar that
there are 7-manifolds with positive curvature and fundamental groups of the form
Zn × Z2, i.e., Abelian but noncyclic fundamental groups. This is in contrast to
Preissmann’s theorem for compact manifolds of negative curvature and also gives
a counterexample to a conjecture of Chern.

Next there are several results about the structure of positively curved manifolds
with effective torus actions. These will also partially support the Hopf conjectures.

Having an isometric torus action implies that iso (M, g) contains a certain num-
ber of linearly independent commuting Killing fields. By Berger’s result we know
that in even dimensions these Killing fields must vanish somewhere. Moreover, the
structure of these zero sets is so that each component is a totally geodesic subman-
ifold of even codimension. A type of induction on dimension can now be used to
extract information about these manifolds. To understand how this works some
important topological results on the zero set for a Killing field are also needed. To
state these results we define the Betti numbers of an n-manifold M as

bp (M) = dimHp (M, R) = dimHp (M, R)

and the Euler characteristic as the alternating sum

χ (M) =
n∑

p=0

(−1)p
bp (M) .

It is a key result in algebraic topology that Hp (M, R) and Hp (M, R) have the same
dimension when we use real coefficients. Note next that Poincaré duality implies
that bp (M) = bn−p (M) .

Theorem 40. (Conner, 1957) Let X be a Killing field on a compact Riemann-
ian manifold. If Ni ⊂ M are the components of the zero set for X, then

1) χ (M) =
∑

i χ (Ni) ,
2)

∑
p b2p (M) ≥∑

i

∑
p b2p (Ni) ,

3)
∑

p b2p+1 (M) ≥∑
i

∑
p b2p+1 (Ni) .

For proofs see [59] and [15]. There is a trick to how one gets the results
for Killing fields given the theorems in [15] which work for torus actions. Given
X ∈ iso (M, g) let T ⊂ Iso(M, g) be the closure of the group generated by the flow
of X. As Iso(M, g) is compact we see that T is a compact Abelian Lie group and
hence a torus T k. The set of points that are fixed by the action of T on M is still
the zero set for X so results from [15] can now be used.



1. KILLING FIELDS 195

Using part 1) of this theorem we can easily prove something about 6-manifolds
with positive sectional curvature.

Corollary 17. If M is a compact 6-manifold with positive sectional curvature
that admits Killing field, then χ (M) > 0.

Proof. We know that the zero set for a Killing field is non-empty and that each
component has even codimension. Thus each component is a 0, 2, or 4-dimensional
manifold with positive sectional curvature. This shows that M has positive Euler
characteristic. �

If we consider 4-manifolds we get a much stronger result (see also [54]).

Theorem 41. (W. Y. Hsiang-Kleiner, 1989) If M4 is a compact orientable
positively curved 4-manifold that admits a Killing field, then the Euler characteristic
is ≤ 3. In particular, M is topologically equivalent to S4 or CP 2.

This has been partially generalized to higher dimensions by Grove-Searle, Rong
and most recently Wilking. The best results, however, do not generalize the Hsiang-
Kleiner classification as they require more isometries.

To explain these results we introduce some more notation. The rank of a
compact Lie group is the maximal dimension of an Abelian subalgebra in the corre-
sponding Lie algebra. The symmetry rank of a compact Riemannian manifold is the
rank of the isometry group. To state and prove the results below we need some nota-
tion related to the symmetry rank. Fix an Abelian subalgebra h (M, g) ⊂ iso (M, g)
whose dimension is the symmetry rank and define Z (h (M, g)) as the collection of
N � M that are components for the zero sets of Killing fields in h (M, g) . We have
the following important general properties.

Proposition 30. 1) If N ∈ Z (h (M, g)) , then all Killing fields in h (M, g) are
tangent to N.

2) N ∈ Z (h (M, g)) is maximal with respect to inclusion iff the restriction of
h (M, g) to N has dimension dim (h (M, g))− 1.

3) If N ∈ Z (h (M, g)) , then N is contained in finitely many maximal sets
N1, ..., Nl and N = N1 ∩ · · · ∩Nl.

4) If N,N ′ ∈ Z (h (M, g)) , then N ∩N ′ ∈ Z (h (M, g)) .

Proof. 1) Assume that N is a component for the zero set of X ∈ h (M, g) and
that Y ∈ h (M, g) . Since LY X = 0 and Y is a Killing field we get

0 = (LY g) (X,X)

= DY |X|2 − 2g (LY X,X)

= DY |X|2 .

The flow of Y therefore preserves the level sets for |X|2 . In particular, Y is tangent
to N.

2) Assume that N is a component of the zero set of X ∈ h (M, g) and that
Y ∈ h (M, g) vanishes on N. Fix p ∈ N and consider the skew-symmetric linear
transformations (∇X) |p and (∇Y ) |p. We know that they vanish on TpN and hence
preserve the orthogonal complement V ⊂ TpM. This gives us two commuting skew-
symmetric linear transformations

(∇X) |p, (∇Y ) |p : V → V
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on an even dimensional space. Since they commute there is a decomposition of

V = E1 ⊕ · · · ⊕El

into 2-dimensional subspaces Ei such that both (∇X) |p and (∇Y ) |p preserve these
subspaces. As the space of skew-symmetric transformations on E1, say, is one-
dimensional there must be some linear combination of (∇X) |p and (∇Y ) |p that
vanishes on E1. This shows that some linear combination αX+βY not only vanishes
on N but on a larger set as (∇ (αX + βY )) |p vanishes on a subspace that is larger
than TpN. This Killing field αX + βY must therefore vanish on a component that
includes N. Since this violates maximality of N we conclude that Y can’t vanish
on N unless it is a multiple of X.

Conversely suppose that the restriction of h (M, g) to N is dim (h (M, g)) − 1
dimensional and let X ∈ h (M, g) be a Killing field that vanishes on N. If

N ⊂ N ′ ∈ Z (h (M, g)) ,

then some Y ∈ h (M, g) must vanish on N ′ and hence also on N . Our assumption
then implies that X and Y are linearly dependent. Thus also X vanishes on N ′

and N = N ′ as desired.
3) Fix p ∈ N and let

h0 = {X ∈ h (M, g) : X|N = 0} .

Then h0 acts on TpM by the skew-symmetric transformations (∇X) |p and this
action completely determines X ∈ h0. These transformations vanish on TpN, and
as h0 is Abelian we can decompose

TpM = TpN + E1 + · · ·+ Em

into an orthogonal sum of invariant 2-dimensional subspaces Ej . If X ′ ∈ h0 vanishes
on N ′ ⊃ N, then TpN

′ = ker ((∇X ′) |p) . As all of the spaces in our decomposition
of TpM are invariant under (∇X ′) |p its kernel will be a sum of TpN and a finite
collection of Ejs. Since TpN

′ completely determines N ′, this shows that only finitely
many sets in Z (h (M, g)) contain N.

Let
N1, ..., Nl ∈ Z (h (M, g))

be the maximal sets that contain N and Xi ∈ h0 corresponding nontrivial Killing
fields vanishing on Ni. Also select X ∈ h0 so that N is a component for its zero
set. Thus ker (∇X) |p = TpN and (∇X) |p is nontrivial on each Ej . We claim that
(∇X) |p is a linear combination of (∇Xi) |p. This shows that⋂

ker (∇Xi) |p = ker (∇X) |p = TpN

and hence that
N = N1 ∩ · · · ∩Nl.

To establish the claim we can first assume that after reindexing the Xis that
(∇X1) |p, ..., (∇Xk) |p form a basis for

span {(∇X1) |p, ..., (∇Xl) |p}
Now consider

Y = α0X + α1X1 + · · ·+ αkXk.

If we can arrange matters so that ker (∇Y ) |p is not contained in any of the kernels
ker (∇Xi) |p, then we have found a nontrivial Y ∈ h0 that vanishes on a set N ′ ⊃ N
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which is not contained in any of the maximal sets N1, ..., Nl ⊃ N. As there are no
other maximal sets containing N, this shows that Y = 0 and in particular that

(∇X) |p ∈ span {(∇X1) |p, ..., (∇Xk) |p}
as (∇X1) |p, ..., (∇Xk) |p are linearly independent. The desired Y is found as
follows. After possibly rearranging the Ejs we can assume that for some s ≤ k,
none of the operators (∇Xi) |p, i = 1, ..., k vanish on all of E1 + · · ·+ Es. Insuring
that (∇Y ) |p vanishes on E1 + · · · + Es can be divided into s linear equations by
checking that it vanishes on each Ej . As there are k + 1 > s variables α0, ..., αk

in our definition of Y it is possible to find nontrivial scalars that force (∇Y ) |p to
vanish on E1 + · · ·+ Es.

4) Let N be a component for the zero set of X and N ′ one for X ′. Clearly
αX + βX ′ vanishes on N ∩N ′. If p ∈ N ∩N ′, then we also know that (∇X) |p and
(∇X ′) |p simultaneously vanish on

TpN ∩ TpN
′ = Tp (N ∩N ′) ,

but not on any nonzero vector in the orthogonal complement. We decompose the
orthogonal complement into two dimensional subspaces Ei that are invariant under
both (∇X) |p and (∇X ′) |p. Since these operators don’t simultaneously vanish on
these subspaces we can adjust α and β appropriately so that (∇ (αX + βX ′)) |p
doesn’t vanish on the orthogonal complement. This shows that αX + βX ′ has
N ∩N ′ as a component for its zero set. �

When M is even dimensional and has positive curvature Berger’s results tells us
that Z (h (M, g)) is nonempty as long as h (M, g) is nontrivial. In odd dimensions
this is not quite true as the unit vector field that generates the Hopf fibration
S3 (1) → S2

(
1
4

)
is a Killing field. A similar result, however, does hold if we assume

that dim (h (M, g)) ≥ 2.
We start by explaining the Grove-Searle result.

Theorem 42. (Grove-Searle, 1994) Let M be a compact n-manifold with pos-
itive sectional curvature and symmetry rank k. If k ≥ n

2 , then M is diffeomorphic
to either a sphere, complex projective space or a cyclic quotient of a sphere Sn/Zq,
where Zq is a cyclic group of order q acting by isometries on the unit sphere.

Proof. The above proposition shows that maximal elements of Z (h (M, g))
also satisfy the hypotheses. If there is no codimension 2 set in Z (h (M, g)) , then we
can inductively construct a 1- or 2-manifold N ∈ Z (h (N, g)) with dim

(
h
(
N2, g

)) ≥
2 by successively choosing maximal elements inside other maximal elements. A
1-manifold has 1-dimensional isometry group so that does not happen. The 2-
dimensional case is eliminated as follows. Select X,Y ∈ h

(
N2, g

)
. Since X is

nontrivial we can find a point p such that X vanishes at p but not near p. As Y
preserves the component {p} of the zero set for X it also vanishes at p. Then

(∇X) |p, (∇Y ) |p : TpM → TpM

completely determine the Killing fields. As the set of skew-symmetric transforma-
tions on TpM is 1-dimensional they must be linearly dependent. This shows that
dim

(
h
(
N2, g

))
= 1.

The topological classification is now established using the next theorem. �
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Theorem 43. (Grove-Searle, 1994) Let M be a closed n-manifold with posi-
tive sectional curvature. If M admits a Killing field such that the zero set has a
component N of codimension 2, then M is diffeomorphic to Sn, CP

n
2 or a cyclic

quotient of a sphere Sn/Zq.

Below we prove a weaker version of this theorem that only addresses what the
homology groups are. The latter theorem can also be used to extend the corollary
about the Euler characteristic of 6-manifolds under fairly weak symmetry rank
conditions.

Theorem 44. (Püttmann-Searle, 2002) If M2n is a compact 2n-manifold with
positive sectional curvature and symmetry rank k ≥ 2n−4

4 , then χ (M) > 0.

Proof. When 2n = 2, 4 we make no assumptions about the symmetry rank
and we know the theorem holds. When 2n = 6 it is the above corollary. Next
consider the case where M is 8-dimensional. The proof is as in the 6-dimensional
situation unless the zero set for the Killing field has a 6-dimensional component.
In that case the above theorem establishes the claim.

We actually prove something a bit stronger so that we can use a stronger
induction hypothesis: If M is as in the theorem, then each N ∈ Z (h (M, g)) has
positive Euler characteristic.

Note that this definitely holds when 2n = 2, 4.
Now for the induction step. Let N ∈ Z (h (M, g)) and assume that N is con-

tained in a maximal component:

N ⊂ N ′ ∈ Z (h (M, g)) .

There are now two cases. If N ′ has codimension ≥ 4, then we see that N ′ together
with the restriction of h (M, g) to N ′ satisfy the statement of the theorem. Thus
our induction hypothesis ensures us that χ (N) > 0. In case N ′ has codimension
2 we have to use more specific information. The Grove-Searle result tells us that
M is diffeomorphic to S2n, RP 2n, or CPn as it is even dimensional. In all of these
cases the odd dimensional homology groups of M vanish. If Ni are the components
of the zero set for X ∈ h (M, g) part 3 of Conner’s theorem tells us

0 =
∑

p

b2p+1 (N ′) ≥
∑

i

∑
p

b2p+1 (Ni)

Therefore, the components Ni can’t have odd dimensional homology groups either.
In particular, χ (N) > 0. This completes the induction step. �

There is unfortunately a positively curved 24-manifold F4/Spin (8) which has
symmetry rank 4 and is therefore not covered by the conditions of the theorem.
However, Rong and Su have much better version as we shall see below that does
cover this case (see also [84]).

It is tempting to suppose that one could show that the odd homology groups
with real coefficients vanish given the assumptions of the previous theorem. In
fact, all known even dimensional manifolds with positive sectional curvature have
vanishing odd dimensional homology groups.

Next we mention without proof an extension of the Grove-Searle result by
Wilking, (see also [95]).



1. KILLING FIELDS 199

Theorem 45. (Wilking, 2003) Let M is a compact simply connected positively
curved n-manifold with symmetry rank k. If k ≥ n

4 + 1, then M has the topology of
a sphere, complex projective space or quaternionic projective space.

The proof is considerably more complicated than the above theorems. An
important tool is Wilking’s connectedness principle which we discussed in chapter
6. This principle also needs to be improved in case we have a group action. We
present a simplified version, which suffices for our other applications below.

Lemma 23. (Connectedness Principle with symmetries, Wilking, 2003) Let Mn

be a compact n-manifold with positive sectional curvature and X a Killing field. If
Nn−k is a component for the zero set of X, then N ⊂ M is (n− 2k + 2)-connected.

Proof. Consider a unit speed geodesic γ that is perpendicular to N at the
endpoints. It is hard to extract information directly, using only parallel fields along
γ as we did without symmetry assumptions.

Instead consider the fields E along γ such that

E (0) ∈ Tγ(0)N,

Ė = −g (E,∇γ̇X)
|X|2 X.

Note that the second equation isn’t singular at t = 0 as

g (E,∇γ̇X) = −g (γ̇,∇EX) = 0

since we assumed that E (0) ∈ Tγ(0)N. These fields in addition have the properties

g (E,X) = 0,
g
(
E (1) ,∇γ̇(1)X

)
= 0,

g (E, γ̇) = 0.

The first condition follows from X|γ(0) = 0 and

d

dt
g (E,X) = g

(
Ė,X

)
+ g (E,∇γ̇X)

= g

(
−g (E,∇γ̇X)

|X|2 X,X

)
+ g (E,∇γ̇X)

= 0.

As X|γ(1) = 0 this also implies the second property. Finally we show that E⊥γ̇.
This follows from

d

dt
g (E, γ̇) = g

(
Ė, γ̇

)
= g

(
−g (E,∇γ̇X)

|X|2 X, γ̇

)

= −g (E,∇γ̇X)
|X|2 g (X, γ̇)

but
d

dt
g (X, γ̇) = g (∇γ̇X, γ̇) = 0,

X|γ(0) = 0.
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so g (X, γ̇) = 0.
In particular,

E (1)⊥span
{
γ̇ (1) ,∇γ̇(1)X

}
.

The space span
{
γ̇ (1) ,∇γ̇(1)X

}
is 2-dimensional as γ̇ is perpendicular to the com-

ponent N of the zero set for X. This means that the space of such fields E, where
in addition E (1) is tangent to N, must have dimension at least n− 2k +2 (see also
the proof of part (a) of the connectedness principle in chapter 6).

We now need to check that such fields give us negative second variation. This
is not immediately obvious as

∣∣∣Ė∣∣∣ doesn’t vanish. However, we can resort to a trick
that forces it down in size without losing control of the curvatures sec (E, γ̇) . Recall
from “Riemannian Submersions” in chapter 3 that we can perturb the metric g to
a metric gλ where X has been squeezed to have size → 0 as λ → 0. At the same
time, directions orthogonal to X remain unchanged and the curvatures sec (E, γ̇)
can only become larger as both E and γ̇ are perpendicular to X. Finally γ remains
a geodesic as the metric is only altered in a direction perpendicular to γ (see also
exercises to chapter 5).

The second variation formula looks like

d2E

ds2
|s=0 =

∫ b

a

∣∣∣Ė (t)
∣∣∣2
gλ

dt−
∫ b

a

gλ (R (E, γ̇) γ̇, E) dt

≤
∫ b

a

∣∣∣∣∣g (E,∇γ̇X)
|X|2g

X

∣∣∣∣∣
2

gλ

dt−
∫ b

a

secg (E, γ̇) |E|2g dt

=
∫ b

a

|g (E,∇γ̇X)|2gλ

|X|4g
|X|2gλ

dt−
∫ b

a

secg (E, γ̇) |E|2g dt

→ −
∫ b

a

secg (E, γ̇) |E|2g dt as λ → 0.

This shows that all of the fields E must have negative second variation in the metric
gλ for sufficiently small λ.

This perturbation is of course independent of γ ∈ ΩN,N (M) and so we have
found a new metric where all such geodesics have index ≥ n− 2k + 2. This shows
that N ⊂ M is (n− 2k + 2)-connected. �

One can get a bit of a feeling for how the connectedness principle comes in
handy by proving a homological version of the Grove-Searle result about having a
codimension 2 zero set for a Killing field. The version we present is quite weak, but
strong enough to be used for the Püttmann-Searle result we proved above.

Lemma 24. Let Mn be a positively curved manifold and X a Killing field on
M. If the zero set of X has a component of codimension 2, then

b2p+1 (M) = 0 for 2p + 1 < n,

b2p (M) ≈ b2p+2 (M) for 2p + 2 ≤ n.

Proof. The previous lemma shows that N ⊂ M is (n− 2)-connected. Using
this together with Poincaré duality shows that

bp (M) = bp (N) = bn−p−2 (N) = bn−p−2 (M) = bp+2 (M)
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as long as p < n− 2 and n− p− 2 < n− 2. Thus we need p < n− 2 and p > 0. We
already know b1 (M) = 0 so this proves the claim. �

This Lemma has been partly generalized by Rong and Su to the case where the
codimension is 4 or 6.

Lemma 25. Let Mn be a positively curved manifold and N ⊂ M a component
of the zero set for a Killing field X.

1) If N has codimension 4, then

χ (M) ≥ χ (N) > 0.

2) If N has codimension 6, and is (n− 6)-connected, then

χ (M) ≥ χ (N) > 0.

Proof. Part of the proof is purely topological and won’t be proven here. The
statement is as follows. Assume that N ⊂ M has codimension ≤ 6 and is (n− 6)-
connected. If χ (M) ≥ χ (N) , then χ (N) > 0.

We then need to see that these conditions are satisfied. As N ⊂ M does have
codimension ≤ 6 Frankel’s theorem shows that the other components of the zero
set must have dimension 0, 2 or 4. This shows that χ (M) ≥ χ (N). In part two we
are assuming that N ⊂ M is (n− 6)-connected so we need only establish this in the
codimension 4 situation. There the connectedness principle gives us that N ⊂ M
is (n− 2 · 4 + 2)-connected. �

Theorem 46. (Rong-Su, 2005) If M2n is a compact 2n-manifold with positive
sectional curvature and symmetry rank k > 2n−4

8 , then χ (M) > 0.

Proof. The induction step is again that each set in Z (h (M, g)) has positive
Euler characteristic.

Let N ∈ Z (h (M, g)) . If N has dimension ≤ 4 or codimension ≤ 4, then we
already know that χ (N) > 0. This takes care of the situations where 2n ≤ 10. In
particular, we have k ≥ 2.

If N is contained in a maximal set with codimension ≥ 8, then induction implies
that χ (N) > 0.

Next consider the situation where N isn’t maximal and all maximal sets con-
taining N have codimension ≤ 6. We know that if N1, ..., Nl are the maximal sets
containing N, then

N = N1 ∩ · · · ∩Nl.

The above lemma and part (b) of the connectedness principle from chapter 6 now
establishes our claim in the following manner. If necessary reorder Nj so that Nl

has maximal codimension. If we let dim (Nj) = 2n−kj the connectedness principle
then tells us that Nl−1 ∩ Nl ⊂ Nl is (2n− kl−1 − kl)-connected and in particular
(dim (Nl)− 6)-connected. If l = 2, this finishes the argument. Otherwise note that
all of the intersections Nl ∩ Nj have codimension ≤ 6 in Nl. We can then after
possibly rearranging the sets use the same argument with M replaced by Nl to see
that

Nl−2 ∩Nl−1 ∩Nl ⊂ Nl−1 ∩Nl

is (dim (Nl−1 ∩Nl)− 6)-connected. Continuing in this fashion finally shows that

N = N1 ∩ · · · ∩Nl ⊂ N2 ∩ · · · ∩Nl

is (dim (N2 ∩ · · · ∩Nl)− 6)-connected.
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Finally we have to address what happens if N is maximal and has codimension
6. If there is some other maximal N ′ with codimension ≤ 6 then as above N ∩N ′ ⊂
N is (dim (N)− 6)-connected. Next note that N∩N ′ is part of the zero set for Y |N ,
where Y is the Killing field that vanishes on N ′. Hence χ (N) ≥ χ (N ∩N ′) > 0.

Thus we have to consider the case were all other maximal sets have codimension
≤ 8. Each of the other maximal sets then satisfy the induction hypothesis. Thus all
sets in Z (h (M, g)) except possibly N itself must have positive Euler characteristic
as they are all intersections of maximal sets and hence contained in some maximal
set of codimension ≤ 8. Since k ≥ 2 there is a Killing field which is nontrivial when
restricted to N. All of its zero sets in N have positive Euler characteristic as we just
saw, so Conner’s theorem shows that N also has positive Euler characteristic. �

The theorem also holds if we only assume that k ≥ 2n−4
8 as well as k ≥ 2 when

2n = 12. The proof is basically the same except the induction breaks down when
2n = 20 and either N is itself maximal and has dimension 12 or if N is 6 dimensional
and all of the maximal sets containing N have dimension 12. In these cases the
12 dimensional sets inherit only one Killing field, rather than two as hypothesized
in the theorem. To settle this case requires a slightly more delicate analysis. Just
like the theorem of Wilking one has to use isometric involutions coming from the
isometric action generated by the Killing fields.

2. Hodge Theory

The reader who is not familiar with de Rham cohomology might wish to consult
the appendix before proceeding.

Recall that on a manifold M we have the de Rham complex

0 → Ω0 (M) d0

→ Ω1 (M) d1

→ Ω2 (M) → · · · dn−1

→ Ωn (M) → 0,

where Ωk(M) denotes the space of k-forms on M and

dk : Ωk(M) → Ωk+1(M)

is exterior differentiation. The de Rham cohomology groups

Hk(M) =
ker(dk)

im(dk−1)

compute the real cohomology of M . We know that H0(M) � R if M is connected,
and Hn(M) = R if M is orientable and compact. In this case we have a pairing,

Ωk(M)× Ωn−k(M) → R,

(ω1, ω2) →
∫

M

ω1 ∧ ω2,

inducing a nondegenerate pairing

Hk(M)×Hn−k(M) → R

on the cohomology groups. The two vector spaces Hk(M) and Hn−k(M) are there-
fore dual to each other and in particular have the same dimension.

Now suppose M is endowed with a Riemannian metric g. Then each of the
spaces Ωk(M) is also endowed with a pointwise inner product structure:

Ωk(M)× Ωk(M) → Ω0(M).
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This structure is obtained by declaring that if E1, . . . , En is an orthonormal frame,
then the dual coframe σ1, . . . , σn is also orthonormal, and furthermore that all
the k-forms σin ∧ . . . ∧ σik , i1 < · · · < ik, are orthonormal. A different way of
introducing this inner product structure is by first observing that k-forms of the
type f0 · df1 ∧ . . . ∧ dfk, where f0, f1, . . . fk ∈ Ω0(M), actually span Ωk(M). The
product on Ω0(M) is obviously just multiplication of functions. On Ω1(M) we
declare that

g (f0 · df1, h0dh1) = f0 · h0 · g (df1, dh1)
= f0 · h0 · g (∇f1,∇h1) ,

and on Ωk(M) we define

g (f0 · df1 ∧ . . . ∧ dfk, h0dh1 ∧ . . . ∧ dhk)
= f0 · h0 g (df1 ∧ . . . ∧ dfk, dh1 ∧ . . . ∧ dhk)

= f0 · h0 det
(
g (dfi, dhj)1≤i,j≤k

)
= f0 · h0 det

(
g (∇fi,∇hj)1≤i,j≤k

)
.

By integrating this pointwise inner product we get an inner product on Ωk(M):

(ω1, ω2) =
∫

M

g(ω1, ω2)dvol, ω1, ω2 ∈ Ωk(M).

Using this inner product we can implicitly define the Hodge star operator

∗ : Ωk(M) → Ωn−k(M)

by the formula

(∗ω1, ω2) =
∫

M

g(∗ω1, ω2)dvol =
∫

M

ω1 ∧ ω2

In other words, the Hodge operator gives us an explicit isomorphism

∗ : Hk(M) → Hn−k(M)

that depends on the metric g. The fact that it is an isomorphism is a consequence
of the next lemma.

Lemma 26. The square of the Hodge star ∗2 : Ωk → Ωk is simply multiplication
by (−1)k(n−k)

.

Proof. The simplest way of showing this is to prove that if σ1, . . . , σn is a
positively oriented orthonormal coframe then

∗ (σ1 ∧ · · · ∧ σk
)

= σk+1 ∧ · · · ∧ σn.

This follows easily from the above definition of ∗, the fact that the forms σik+1 ∧
· · · ∧ σin , ik+1 < · · · < in are orthonormal, and that σ1 ∧ · · · ∧ σn represents the
volume form on (M, g) . �

The inner product structures on Ωk(M) allow us to define the adjoint

δk : Ωk+1(M) → Ωk(M)

to dk via the formula
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(δkω1, ω2) = (ω1, d
kω2).

From the definition of the Hodge star operator, we see that δ can be computed
from d as follows (see also the appendix for a different formula).

Lemma 27.
δk = (−1)(n−k)(k+1) ∗ dn−k−1 ∗ .

Proof. If ω1 ∈ Ωk+1(M), ω2 ∈ Ωk(M), then

(δkω1, ω2) = (ω1, d
kω2)

= (−1)k(n−k) (∗ ∗ ω1, d
kω2)

= (−1)k(n−k)
∫

M

∗ω1 ∧ dkω2

= (−1)n−k−1+k(n−k)

∫
M

dn−1(∗ω1 ∧ ω2)

−(−1)n−k−1+k(n−k)

∫
M

(dn−k−1 ∗ ω1) ∧ ω2

= (−1)n−k+k(n−k)

∫
M

(dn−k−1 ∗ ω1) ∧ ω2

= (−1)(k+1)(n−k)(∗dn−k−1 ∗ ω1, ω2).

�
We now have a diagram of complexes,

0 → Ω0(M) d→ Ω1(M) d→ · · · d→ Ωn(M) → 0
� ∗ � ∗ � ∗

0 → Ωn(M) δ→ Ωn−1(M) δ→ δ→ Ω0(M) → 0,

where each square commutes up to some sign.
The Laplacian on forms, also called the Hodge Laplacian, is defined as

� : Ωk(M) → Ωk(M),
�ω = (dδ + δd)ω.

In the next section we shall see that on functions, the Hodge Laplacian is the
negative of the previously defined Laplacian, hence the need for a slightly different
symbol � as opposed to ∆.

Lemma 28. �ω = 0 iff dω = 0 and δω = 0.

Proof.

(�ω, ω) = (dδω, ω) + (δdω, ω)
= (δω, δω) + (dω, dω)

Thus, �ω = 0 implies (δω, δω) = (dω, dω) = 0, which shows that δω = 0, dω = 0.
The opposite direction is obvious. �
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We can now introduce the Hodge cohomology :

Hk(M) = {ω ∈ Ωk(M) : �ω = 0}.
Since all harmonic forms are closed, we have a natural map:

Hk(M) → Hk(M).

Theorem 47. (Hodge, 1935) This map is an isomorphism.

Proof. The proof of this theorem actually requires a lot of work and can’t
really be proved in detail here. A good reference for a rigorous treatment is [81].
We’ll try to give the essential idea. The claim, in other words, is that for any
closed form ω we can find a unique exact form dθ such that �(ω + dθ) = 0. The
uniqueness part is obviously equivalent to the statement that the harmonic exact
forms are zero everywhere.

To establish this decomposition one can do something a little more general.
First observe that since

Hk(M) =
kerdk

im(dk−1)
,

we would be done if we could only prove that

Ωk(M) = imdk−1 ⊕ ker(δk−1).

This statement is actually quite reasonable from the point of view of linear algebra
in finite dimensions. There we know that the Fredholm alternative guarantees the
decomposition

W = im(L)⊕ ker(L∗),

where L : V → W is a linear map between inner product spaces and L∗ : W → V is
the adjoint. This theorem extends to infinite dimensions with some modifications.
Notice that such a decomposition is necessarily orthogonal.

Let us see how this implies the theorem. If ω ∈ Ωk, then we can write ω =
dθ + ω̃, where δω̃ = 0. Therefore, if dω = 0, then dω̃ = 0 as well. But then
ω̃ must be harmonic, and we have obtained the desired decomposition. To check
uniqueness, we must show that dθ = 0 if �dθ = 0. The equation �dθ = 0 reduces
to δdθ = 0. This shows that dθ = 0, since

0 = (δdθ, θ)
= (dθ, dθ)

=
∫

M

g(dθ, dθ)

≥ 0.

�

3. Harmonic Forms

We shall now see how Hodge theory can be used to get information about the
Betti numbers bi(M) = dimHi(M) given various curvature inequalities.



206 7. THE BOCHNER TECHNIQUE

3.1. 1-Forms. Suppose that θ is a harmonic 1-form on (M, g). We shall con-
sider f = 1

2g(θ, θ) in analogy with our analysis of Killing fields. One of the technical
problems is that we don’t have a really good feeling for what g(θ, θ) is. If X is the
vector field dual to θ, i.e., θ(v) = g(X, v) for all v, then, of course,

f =
1
2
g(θ, θ) =

1
2
g(X,X) =

1
2
θ(X).

We now have to figure out what the harmonicity of θ is good for.

Proposition 31. If X is a vector field on (M, g) and θX = g(X, ·) is the dual
1-form, then

divX = −δ (θX)

Proof. (See also the appendix.) We shall prove this in the case where M is
compact and oriented. If f ∈ Ω0(M), then δ is defined by the relationship∫

M

g(df, ω) =
∫

M

f · δω.

So we need to show that∫
M

g(df, θX)dvol = −
∫

M

f · (divX) dvol.

To see this we observe

div (f ·X) = g (∇f,X) + f · (divX)
= g (df, θX) + f · (divX) .

Thus ∫
M

div (f ·X) dvol =
∫

M

g(df, θX)dvol +
∫

M

f · (divX) dvol.

On the other hand

div (f ·X) · dvol = Lf ·Xdvol
= dif ·Xdvol.

So Stokes’ theorem tells us that the integral on the left vanishes. �

This result also shows that, up to sign, the Laplacian on functions is the same
as our old definition, i.e.,

div∇ = −δd.

The other result we need is

Proposition 32. Suppose X and θX are as in the previous proposition. Then
v → ∇vX is symmetric iff dθX = 0.

Proof. Recall that

dθX(V,W ) + (LXg) (V,W ) = 2g (∇V X,W ) .

Since LXg is symmetric and dθX is skew-symmetric the result immediately follows.
�

Therefore, if ω = θX is harmonic, then we have that divX = 0 and ∇X is
a symmetric (1, 1)-tensor. Using this we can now prove the following generalized
fundamental equations.
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Proposition 33. Let X be a vector field so that ∇X is symmetric (i.e. cor-
responding 1-form is closed). If

f =
1
2
|X|2

and X is the gradient of u near p, then
(1)

∇f = ∇XX.

(2)

Hessf (V, V ) = Hess2u (V, V ) + (∇XHessu) (V, V ) + R (V,X,X, V )

= g (∇V X,∇V X) + g
(∇2

X,V X,V
)

+ R (V,X,X, V )

(3)

∆f = |Hessu|2 + DX∆u + Ric (X,X)

= |∇X|2 + DXdivX + Ric (X,X)

Proof. For (1) just observe that

g(∇f, V ) = DV
1
2
|X|2

= g(∇V X,X)
= g(∇XX,V ).

For (2) we first observe that
Hessu (U, V ) = g (∇UX,V ) .

Thus

Hess2u (V, V ) = g (∇V X,∇V X)
= g (∇∇V XX,V )

and

(∇XHessu) (V, V ) = ∇Xg (∇V X,V )− g (∇∇XV X,V )− g (∇V X,∇XV )
= g (∇X∇V X,V )− g (∇∇XV X,V )

= g
(∇2

X,V X,V
)
.

This shows that

Hessf (V, V ) = g (∇V∇XX,V )
= g

(
R(V,X)X +∇X∇V X +∇[V,X]X,V

)
= R (V,X,X, V ) + g (∇X∇V X,V )

−g (∇∇XV X,V ) + g (∇∇V XX,V )

= R (V,X,X, V ) + (∇XHessu) (V, V ) + Hess2u (V, V )

For (3) we take traces in (2). We know from our calculations with Killing fields
that this gives us the first and third terms. The second term, however, is new. To
handle that term we observe that either X|p = 0 or we can choose the orthonormal
frame Ei to be parallel in the direction of X. In both cases we have∑

(∇XHessu) (Ei, Ei) = DX

∑
Hessu (Ei, Ei)

= DX∆u.

�
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We can now easily show the other Bochner theorem.

Theorem 48. (Bochner, 1948) If (M, g) is compact, oriented, and has Ric ≥ 0,
then every harmonic 1-form is parallel.

Proof. Suppose ω is a harmonic 1-form and X the dual vector field. Then

∆
(

1
2
|X|2

)
= |∇X|2 + Ric(X,X),

since divX = ∆u = 0. Thus Stokes’ theorem together with the condition Ric ≥ 0
implies

0 =
∫

M

(|∇X|2 + Ric(X,X)
) · dvol

≥
∫

M

|∇X|2 · dvol

≥ 0.

We can therefore conclude that |∇X| = 0. �
Corollary 18. If (M, g) is as before and furthermore has positive Ricci cur-

vature at one point, then all harmonic 1-forms vanish everywhere.

Proof. Since we just proved Ric(X,X) ≡ 0, we must have that X|p = 0 if the
Ricci tensor is positive on TpM . But then X ≡ 0, since X is parallel. �

Corollary 19. If (M, g) is compact, orientable, and satisfies Ric ≥ 0, then
b1(M) ≤ n = dimM, with equality holding iff (M, g) is a flat torus.

Proof. We know from Hodge theory that b1(M) = dimH1(M). Now, all
harmonic 1-forms are parallel, so the linear map: H1(M) → T ∗

p M that evaluates ω

at p is injective. In particular, dimH1(M) ≤ n.
If equality holds, we obviously have n linearly independent parallel fields Ei,

i = 1, . . . , n. This clearly implies that (M, g) is flat. Thus the universal covering
is (Rn, can) with Γ = π1 (M) acting by isometries. Now pull the vector fields Ei,

i = 1, . . . , n, back to Ẽi, i = 1, . . . , n, on Rn. These vector fields are again parallel
and are therefore constant vector fields. This means that we can think of them
as the usual Cartesian coordinate vector fields ∂i. In addition, they are invariant
under the action of Γ, i.e., for each γ ∈ Γ we have Dγ (∂i|p) = ∂i|γ(p), i = 1, . . . , n.
All of the the coordinate fields taken together are, however, only invariant under
translations. Thus, Γ consists entirely of translations. This means that Γ is finitely
generated, Abelian, and torsion free. Hence Γ = Zq for some q. To see that M is
a torus, we need only show that q = n. If q < n, then Zq generates a subspace V
of Rn with dimension < n. Let W denote the orthogonal complement to V in Rn.
Then

M = Rn/Zq = (V ⊕W ) /Zq = (V/Zq)⊕W,

which is not compact. Thus, we must have that Γ = Zn generates Rn. �
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3.2. The Bochner Technique in General. The Bochner technique actually
works in a much more general setting. Suppose we have a vector bundle E → M
that is endowed with an inner product structure 〈·, ·〉 and a connection that is
compatible with the metric. To be more precise, let Γ(E) denote the sections
s : M → E. The connection on E is a map

∇ : Γ(E) → Γ (Hom (TM, E)) ,

s → ∇s,

and ∇s : TM → E. We assume, it is linear in s, tensorial in X, and compatible
with the metric

DX〈s1, s2〉 = 〈∇Xs1, s2〉+ 〈s1,∇Xs2〉.
If we assume that (M, g) is an oriented Riemannian manifold, then using the

pointwise inner product structures on Γ(E), Γ(TM), and integration, we get inner
product structures on Γ (E) and Γ (Hom (TM, E)) via the formulae

(s1, s2) =
∫

M

〈s1, s2〉 ,

(S1, S2) =
∫

M

〈S1, S2〉

=
∫

M

tr (S∗
1S2) ,

where S∗
1 ∈ Γ (Hom (E, TM)) is the pointwise adjoint to S1. In case M is not

compact we use compactly supported sections to make sense of this. Since the
connection is a linear map

∇ : Γ(E) → Γ (Hom (TM, E)) ,

we get an adjoint
∇∗ : Γ(Hom (TM, E)) → Γ(E)

defined implicitly by ∫
M

〈∇∗S, s〉 =
∫

M

〈S,∇s〉 .
The connection Laplacian of a section is defined as ∇∗∇s. We do not call this

�, since even for forms it does not equal our previous choice for the Laplacian. In
fact, ∫

M

〈∇∗∇s, s〉 =
∫

M

|∇s|2.
Thus, the only sections which are “harmonic” with respect to this Laplacian are
the parallel sections.

There is a different way of defining the connection Laplacian. Namely, consider
the second covariant derivative∇2

X,Y s and take the trace
∑n

i=1∇2
Ei,Ei

s with respect
to some orthonormal frame. This is easily seen to be invariantly defined. We shall
use the notation

tr
(∇2s

)
=

n∑
i=1

∇2
Ei,Ei

s,

tr∇2 =
n∑

i=1

∇2
Ei,Ei

.

The two Laplacians are related as follows:



210 7. THE BOCHNER TECHNIQUE

Proposition 34. Let (M, g) be an oriented Riemannian manifold, and E → M
a vector bundle with an inner product and compatible connection, then

∇∗∇s = −tr∇2s

for all compactly supported sections of E.

Proof. Let s1 and s2 be two sections which are compactly supported in the
domain of an orthonormal frame Ei on M. The left-hand side of the formula can
be reduced as follows:

(∇∗∇s1, s2) =
∫

M

〈∇∗∇s1, s2〉

=
∫

M

〈∇s1,∇s2〉

=
∫

M

tr
(
(∇s1)

∗∇s2

)
=

n∑
i=1

∫
M

g
(
Ei,

(
(∇s1)

∗∇s2

)
(Ei)

)
=

n∑
i=1

∫
M

g ((∇s1) (Ei) , (∇s2) (Ei))

=
n∑

i=1

∫
M

g (∇Ei
s1,∇Ei

s2) .

The right-hand side reduces to something similar
n∑

i=1

〈∇2
Ei,Ei

s1, s2

〉
=

n∑
i=1

〈∇Ei
∇Ei

s1, s2〉 −
n∑

i=1

〈∇∇Ei
Ei

s1, s2

〉
= −

n∑
i=1

〈∇Ei
s1,∇Ei

s2〉+
n∑

i=1

∇Ei
〈∇Ei

s1, s2〉

−
n∑

i=1

〈∇∇Ei
Ei

s1, s2

〉
= −〈∇s1,∇s2〉+ divX,

where X is defined by

g (X, v) = 〈∇vs1, s2〉 .
We can then integrate and use Stokes’ theorem to conclude∫

M

〈∇∗∇s1, s2〉 = −
∫

M

〈
tr∇2s1, s2

〉
.

Thus, we must have that ∇∗∇s1 = −tr∇2s1 for all such sections. It is now easy to
establish the result for all compactly supported sections. �

With this in mind we can, as above, try to compute ∆
(

1
2 |s|2

)
. Initially this

works as follows:
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∆
(

1
2
|s|2

)
=

n∑
i=1

∇2
Ei,Ei

1
2
〈s, s〉

=
n∑

i=1

∇Ei
∇Ei

1
2
〈s, s〉 −

n∑
i=1

〈∇∇Ei
Ei

s, s
〉

=
n∑

i=1

(〈∇Ei
s,∇Ei

s〉+ 〈∇Ei
∇Ei

s, s〉 − 〈∇∇Ei
Ei

s, s
〉)

= 〈∇s,∇s〉+

〈
n∑

i=1

∇2
Ei,Ei

s, s

〉
= 〈∇s,∇s〉 − 〈∇∗∇s, s〉 .

The problem now lies in getting to understand the new Laplacian ∇∗∇. This
is not always possible and needs to be handled on a case-by-case basis. Later, we
shall try this out in the situation where s is the curvature tensor. In the exercises
various situations where s is a (1, 1)-tensor are also discussed.

A general procedure for handling this term comes from understanding certain
differential operators. Suppose we have a second-order operator D2 : Γ(E) → Γ(E),
such as the Hodge Laplacian. Then we can often get identities of the form

D2 = ∇∗∇+ C(R∇),

where C(R∇) is a trace or contraction of the curvature

R∇ : Γ(TM)⊗ Γ(TM)⊗ Γ(E) → Γ(E)

defined by

R∇(X,Y )s = ∇2
X,Y s−∇2

Y,Xs

= ∇X∇Y s−∇Y∇Xs−∇[X,Y ]s.

As an example we shall show below that on 1-forms or vector fields

� = ∇∗∇+ Ric.

Such formulae are called Weitzenböck formulae.
Define HD2(E → M) as the sections with D2s = 0. If we are lucky enough to

have an operator D2 with a Weitzenböck formula, then this space will probably be
some sort of topological invariant of E → M, or at least be related to topological
invariants of M . Therefore, if C(R∇) ≥ 0, then D2s = 0 implies ∇s = 0, which
means that s is parallel. Thus we can conclude that

dimHD2(E → M) ≤ dimEp = dimension of fiber of E → M.

In general, the problem is to identify C(R∇). Obviously, the X,Y variables in
R∇ have to be contracted in such a way that C(R∇) : Γ(E) → Γ(E).

3.3. p-Forms. The first obvious case to try this philosophy on is that of the
Hodge Laplacian on k-forms as we already know that harmonic forms compute the
topology of the underlying manifold. Thus we consider E = ΛkT ∗M with the usual
inner product and Riemannian covariant derivative. In the next section we shall
show that there is a Weitzenböck formula for k-forms of the form

� = ∇∗∇+ C(R∇).
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This was certainly known to both Bochner and Yano. It is slightly trickier to figure
out what C(R∇) means. When p = 1 C(R∇) is essentially the Ricci tensor after
type change as mentioned above. For forms of higher degree D. Meyer was the first
to observe that C(R∇) is positive if the curvature operator is positive. In the next
section we shall establish all of these facts. For now we just observe some of the
nice consequences.

Theorem 49. (D. Meyer, 1971) If the curvature operator R ≥ 0, then C(R∇) ≥
0 on k-forms; and if R > 0, then C(R∇) > 0.

Corollary 20. Suppose M is orientable. If R ≥ 0, then

bk(M) ≤
(

n

k

)
= bk (Tn) ,

and if R > 0 somewhere, then bk(M) = 0 for k = 1, 2, . . . , n− 1.

Proof. Evidently we have that harmonic forms must be parallel. In the case of
positive curvature no such forms can exist, and if the curvature is nonnegative, then
the Betti number estimate follows from the fact that a parallel form is completely
determined by its value at a point. Thus

bk = dimHk

= dimHk

≤ dimΛk
(
T ∗

p M
)

=
n!

k! (n− k)!
.

�

We now have a pretty good understanding of manifolds with nonnegative (or
positive) curvature operator. From the generalized Gauss-Bonnet theorem we know
that the Euler characteristic is ≥ 0. Thus, one of the Hopf problems is settled for
this class of manifolds.

H. Hopf is famous for another problem: Does S2 × S2 admit a metric with
positive sectional curvature? We already know that this space has positive Ricci
curvature and also that it doesn’t admit a metric with positive curvature operator,
as χ

(
S2 × S2

)
= 4. It is also interesting to observe that CP 2 has positive sectional

curvature but doesn’t admit a metric with positive curvature operator either, as
χ
(
CP 2

)
= 3. Thus, even among 4-manifolds, there seems to be a big difference

between simply connected manifolds that admit Ric > 0, sec > 0, and R > 0.
We shall in chapter 11 describe a simply connected manifold that has Ric > 0 but
doesn’t even admit a metric with sec ≥ 0.

Actually, manifolds with nonnegative curvature operator can be classified (see
chapter 8). From this classification it follows that there are many manifolds that
have positive or nonnegative sectional curvature but admit no metric with nonneg-
ative curvature operator.

Example 45. We can exhibit a metric with nonnegative sectional curvature on
CP 2�CP 2 by observing that it is an S1 quotient of S2 × S3. Namely, let S1 act on
the 3-sphere by the Hopf action and on the 2-sphere by rotations. If the total rotation
on the 2-sphere is 2πk, then the quotient is S2 × S2 if k is even, and CP 2�CP 2

if k is odd. In all cases O’Neill’s formula tells us that the sectional curvature is
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non-negative. From the above-mentioned classification it follows, however, that the
only simply connected spaces with nonnegative curvature operator are topologically
equivalent to S2 × S2, S4, or CP 2.

The Bochner technique has found many generalizations. It has, for instance,
proven very successful in the study of manifolds with nonnegative scalar curvature.
Briefly, what happens is that spin manifolds (this is a condition similar to saying
that a manifold is orientable) admit certain spinor bundles. These bundles come
with a natural first-order operator called the Dirac operator, often denoted by /∂ or
/D. The square of this operator has a Weitzenböck formula of the form

/D2 = ∇∗∇+
1
4
scal.

This formula was discovered and used by Lichnerowicz (as well as I. Singer, as
pointed out in [97]) to show that a sophisticated invariant called the Â-genus van-
ishes for spin manifolds with positive scalar curvature. Using some generalizations
of this formula, Gromov-Lawson showed that any metric on a torus with scal ≥ 0
is in fact flat. We just proved this for metrics with Ric ≥ 0. Dirac operators and
their Weitzenböck formulae have also been of extreme importance in physics and
4-manifolds theory. Much of Witten’s work (e.g., the positive mass conjecture)
uses these ideas. Also, the work of Seiberg-Witten, which has had a revolutionary
impact on 4-manifold geometry, is related to these ideas.

In relation to our discussion above on positively curved manifolds, we should
note that there are still no known examples of simply connected manifolds that
admit positive scalar curvature but not positive Ricci curvature. This despite the
fact that if (M, g) is any closed Riemannian manifold, then for small enough ε the
product

(
M × S2, g + ε2ds2

2

)
clearly has positive scalar curvature. This example

shows that there are manifolds with positive scalar curvature that don’t admit
even nonnegative Ricci curvature. To see this, select your favorite surface M2 with
b1 > 4. Then b1

(
M2 × S2

)
> 4 and therefore by Bochner’s theorem can’t support

a metric with nonnegative Ricci curvature.

4. Clifford Multiplication on Forms

In order to give a little perspective on the proof of the Weitzenböck formula for
p-forms and also to give an indication of some of the basic ideas in spin geometry,
we shall develop some new structures on forms. Instead of first developing Clifford
algebras in the linear algebra setting, we just go ahead and define the desired
structure on a manifold.

Throughout, we fix a Riemannian manifold (M, g) of dimension n.
We shall use the musical isomorphisms, � (sharp) and � (flat), between 1-

forms and vector fields. Thus, if X is a vector field, the dual 1-form is defined as
X� (v) = g (X, v) , and conversely, if ω is a 1-form, then the vector field ω� is defined
by ω (v) = g

(
ω�, v

)
. In tensor language this means that the indices get lowered or

raised, hence the musical notation.
Recall that Ω∗ (M) denotes the space of all forms on M, while Ωp (M) is the

space of p-forms. On Ω∗ (M) we can define a product structure that is different
from the wedge product. This product is called Clifford multiplication, and for
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θ, ω ∈ Ω∗ it is denoted θ · ω. If θ ∈ Ω1 (M) and ω ∈ Ωp (M) , then

θ · ω = θ ∧ ω − iθ�ω,

ω · θ = (−1)p (θ ∧ ω + iθ�ω) .

By declaring the product to be bilinear and associative, we can use these properties
to define the product between any two forms. Note that even when ω is a p-form,
the Clifford product with a 1-form gives a mixed form. The important property of
this new product structure is that for 1-forms we have

θ · θ = − |θ|2 .

We can polarize this formula to get

θ1 · θ2 + θ2 · θ1 = −2g (θ1, θ2) .

Thus, orthogonal 1-forms anticommute. Also note that orthogonal forms satisfy

ω1 · ω2 = ω1 ∧ ω2.

Hence, we see that Clifford multiplication not only depends on the inner product,
wedge product, and interior product, but actually reproduces these three items.
This is the tremendous advantage of this new structure. Namely, after one gets used
to Clifford multiplication, it becomes unnecessary to work with wedge products and
interior products.

There are a few more important properties, which are easily established.

Proposition 35. For ω1, ω2 ∈ Ω∗ (M) we have

g (θ · ω1, ω2) = −g (ω1, θ · ω2) for any 1-form θ,

g ([ψ, ω1] , ω2) = −g (ω1, [ψ, ω2]) for any 2-form ψ,

where [ω1, ω2] = ω1 · ω2 − ω2 · ω1.

Proof. Evidently both formulae refer to the fact that the linear maps

ω → θ · ω,

ω → [ψ, ω]

are skew-symmetric. To prove the identities, one therefore only needs to prove that
for any p-form,

g (θ · ω, ω) = 0,
g ([ψ, ω] , ω) = 0.

Both of these identities follow directly from the definition of Clifford multiplication,
and the fact that the two maps

Ωp → Ωp+1,

ω → θ ∧ ω,

Ωp+1 → Ωp,

ω → iθ#ω,

are adjoints to each other. Namely, Clifford multiplication is the difference between
these two operations, and since they are adjoint to each other this must be a skew-
symmetric operation as desired. �
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Proposition 36. For ω1, ω2 ∈ Ω∗ (M) and vector fields X,Y we have the
derivation properties:

∇X (ω1 · ω2) = (∇Xω1) · ω2 + ω1 · (∇Xω2) ,

R (X,Y ) (ω1 · ω2) = (R (X,Y ) ω1) · ω2 + ω1 ·R (X,Y ) ω2.

Proof. In case ω1 = ω2 = θ is a 1-form, we have

∇X (θ · θ) = −∇X |θ|2
= −2g (∇Xθ, θ)
= (∇Xθ) · θ + θ · (∇Xθ) .

More generally, we must use the easily established Leibniz rules for interior and
exterior products (see also the Appendix). In case ω1 = θ is a 1-form and ω2 = ω
is a general form, we have that

∇X (θ ∧ ω) = (∇Xθ) ∧ ω + θ ∧ (∇Xω) ,

∇X (iθ#ω) = i∇Xθ#ω + iθ# (∇Xω) ,

from which we conclude,

∇X (θ · ω) = ∇X (θ ∧ ω − iθ#ω)
= (∇Xθ) ∧ ω + θ ∧ (∇Xω)

−i∇Xθ#ω − iθ# (∇Xω)
= (∇Xθ) ∧ ω − i∇Xθ#ω

+θ ∧ (∇Xω)− iθ# (∇Xω)
= (∇Xθ) · ω + θ · (∇Xω) .

One can then easily extend this to all forms. The second formula is a direct conse-
quence of the first formula. �

We can now define the Dirac operator on forms:

D : Ω∗ (M) → Ω∗ (M) ,

D (ω) =
n∑

i=1

θi · ∇Ei
ω,

where Ei is any frame and θi the dual coframe. The definition is clearly independent
of the frame field. The Dirac operator is related to the standard exterior derivative
and its adjoint (see also the Appendix):

Proposition 37. Given a frame Ei and its dual coframe θi, then

dω = θi ∧∇Ei
ω,

δω = −i(θi)�∇Ei
ω,

D = d + δ.

Proof. First one sees, as usual, that the right-hand sides are invariantly
defined and give operators with the usual properties. (Note, in particular, that
d = θi ∧ ∇Ei

on functions and that δ = −i(θi)�∇Ei
on 1-forms.) Thus, one can

compute, say, θi ∧∇Ei
ω from knowing how to compute this when ω = θj . Then we

take an orthonormal frame such that
(
θi
)�

= Ei, and finally we assume that the
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frame is normal at p ∈ M and establish the formulae at that point. However, the
assumption that the frame is normal insures us that all the quantities vanish when
we use ω = θj .

The formula D = d+ δ is then a direct consequence of the definition of Clifford
multiplication. �

The square of the Dirac operator now satisfies:

D2 = (d + δ)2 = dδ + δd = �.

Before considering the more general k-forms let us prove the promised Weitzenböck
formula for 1-forms.

Corollary 21. Let X be a vector and θ = X� the dual 1-form, then

�θ = ∇∗∇θ + Ric (X)�
.

Proof. We do all calculations at a point p where we have an orthonormal
frame Ei which satisfies (∇Ei) |p = 0. We have that

δω = −iEi
∇Ei

ω,

and the following formula for the exterior derivative whose proof can be found in
the appendix:

dω (X0, ..., Xk) =
k∑

i=0

(−1)i (∇Xi
ω)

(
X0, ..., X̂i, ...Xk

)
.

If Z is a constant linear combinations of Ei then at p we get

(�θ) (Z) = (dδθ) (Z) + (δdθ) (Z)

= ∇Zδθ −
n∑

i=1

(∇Ei
dθ) (Ei, Z)

= −
n∑

i=1

∇Z ((∇Ei
θ) (Ei))−

n∑
i=1

(∇Ei
dθ) (Ei, Z)

= −
n∑

i=1

(∇2
Z,Ei

θ
)
(Ei)−∇Ei

n∑
i=1

dθ (Ei, Z)

= −
n∑

i=1

(∇2
Z,Ei

θ
)
(Ei)−∇Ei

n∑
i=1

(∇Ei
θ) (Z)− (∇Zθ) (Ei)

=
n∑

i=1

(∇2
Ei,Zθ −∇2

Z,Ei
θ
)
(Ei)−

n∑
i=1

(∇2
Ei,Ei

θ
)
(Z)

=
n∑

i=1

(R (Ei, Z) θ) (Ei) + (∇∗∇θ) (Z) .

We now need to sort out the curvature term. The trick is to figure out how the
curvature tensor can be evaluated on forms. One easily checks that it works as with
covariant derivatives:

(R (X,Y ) θ)W = R (X,Y ) (θ (W ))− θ (R (X,Y ) W )
= −θ (R (X,Y ) W ) .
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So
n∑

i=1

(R (Ei, Z) θ) (Ei) = −
n∑

i=1

θ (R (Ei, Z) Ei)

=
n∑

i=1

θ (R (Z,Ei) Ei)

= θ (Ric (Z))
= g (X, Ric (Z))
= g (Ric (X) , Z)

= Ric (X)� (Z) .

�

With this behind us we can now try to generalize this to forms of higher degree

Proposition 38. Given a frame Ei and its dual coframe θi, we have:

D2ω =
n∑

i,j=1

θi · θj · ∇2
Ei,Ej

ω

=
n∑

i,j=1

(
∇2

Ei,Ej
ω
)
· θj · θi.

Proof. First, recall that

∇2
Ei,Ej

= ∇Ei
∇Ej

−∇∇Ei
Ej

is tensorial in both Ei and Ej , and thus the two expressions on the right-hand
side are invariantly defined. Using invariance, we need only prove the formula at
a point p ∈ M, where the frame is assumed to be normal, i.e., (∇Ei) |p = 0 and
consequently also

(∇θi
) |p = 0. We can then compute at p,

D2ω = θi · (∇Ei

(
θj · ∇Ej

ω
))

= θi · (∇Ei
θj

) · ∇Ej
ω + θi · θj · ∇Ei

∇Ej
ω

= θi · θj · ∇Ei
∇Ej

ω − θi · θj · ∇∇Ei
Ej

ω

=
n∑

i,j=1

θi · θj · ∇2
Ei,Ej

ω.

For the second formula the easiest thing to do is to observe that for a p-form
ω we have

D̂ω = (∇Ei
ω) · θi = (−1)p (d− δ) ω.

Thus also,

D̂2 = � = D2.

This finishes the proof. �

We can now establish the relevant Weitzenböck formula.
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Theorem 50. Given a frame Ei and its dual coframe θi, we have

D2ω = ∇∗∇ω +
1
2

n∑
i,j=1

θi · θj ·R (Ei, Ej) ω

= ∇∗∇ω +
1
2

n∑
i,j=1

R (Ei, Ej) ω · θj · θi.

Proof. Using the above identities for D2, it clearly suffices to check

∇∗∇ω +
1
2

n∑
i,j=1

θi · θj ·R (Ei, Ej) ω =
n∑

i,j=1

θi · θj · ∇2
Ei,Ej

ω,

∇∗∇ω +
1
2

n∑
i,j=1

R (Ei, Ej) ω · θj · θi =
n∑

i,j=1

(
∇2

Ei,Ej
ω
)
· θj · θi.

These formulae are established in the same way, so we concentrate on the first.
As usual, note that everything is invariant. We can therefore pick a frame that is
orthonormal and normal at p ∈ M and compute at p ∈ M,

n∑
i,j=1

θi · θj · ∇2
Ei,Ej

ω = −
n∑

i=1

∇2
Ei,Ei

ω +
∑
i�=j

θi · θj · ∇2
Ei,Ej

ω

= −
n∑

i=1

∇2
Ei,Ei

ω +
∑
i<j

θi · θj ·
(
∇2

Ei,Ej
ω −∇2

Ej ,Ei
ω
)

= −
n∑

i=1

∇2
Ei,Ei

ω +
∑
i<j

θi · θj ·R (Ei, Ej) ω

= −
n∑

i=1

∇2
Ei,Ei

ω +
1
2

n∑
i,j=1

θi · θj ·R (Ei, Ej) ω,

where we used the relations

θi · θi = −1,

θi · θj = −θj · θi,

Now use that we know

∇∗∇ = −
n∑

i=1

∇2
Ei,Ei

to finish the proof. �
We can now establish the desired Bochner formula for forms.

Corollary 22. Given an orthonormal frame Ei and its dual coframe θi, we
have for any harmonic form ω, i.e., Dω = 0, that

0 = ∇∗∇ω +
1
4

n∑
i,j=1

[
θi · θj , R (Ei, Ej) ω

]
.

Proof. First, we use that the frame is orthonormal to conclude that
n∑

i,j=1

R (Ei, Ej) ω · θj · θi = −
n∑

i,j=1

R (Ei, Ej) ω · θi · θj .
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Thus, we have

D2ω = ∇∗∇ω +
1
2

n∑
i,j=1

θi · θj ·R (Ei, Ej) ω,

D2ω = ∇∗∇ω − 1
2

n∑
i,j=1

R (Ei, Ej) ω · θi · θj .

Adding these equations and dividing by 2 then yields

D2ω = ∇∗∇ω +
1
4

n∑
i,j=1

[
θi · θj , R (Ei, Ej) ω

]
.

Therefore, if Dω = 0, then

0 = ∇∗∇ω +
1
4

n∑
i,j=1

[
θi · θj , R (Ei, Ej) ω

]
,

yielding the desired equation. �

Having identified the curvature terms in the Weitzenböck and Bochner formu-
lae, it now remains to be seen that this term is nonnegative when the curvature
operator is nonnegative. Before doing this, let us deconstruct the curvature terms
in the following way:

Lemma 29. For an orthonormal frame Ei and dual coframe θi we have

R (X,Y ) ω =
1
4

n∑
i,j=1

g (R (X,Y ) Ei, Ej)
(
θi · θj · ω − ω · θi · θj

)
=

1
4

n∑
i,j=1

g (R (X,Y ) Ei, Ej)
[
θi · θj , ω

]
.

Proof. Needless to say, as the right-hand side is invariant, we can assume
that the frame is orthonormal and normal at p ∈ M. Moreover, both sides are
derivations in ω, so it suffices to check the identities for 1-forms. Finally, we can
restrict attention to 1-forms of the type ω = θk and then compute

θi · θj · θk − θk · θi · θj .

This term depends on whether k = i or k = j or k �= i, j. We can also assume that
i �= j, as

[
θi · θi, ω

]
= 0. We then get

θi · θj · θk − θk · θi · θj =

⎧⎨⎩
0, k �= i, j,

−2θi, k = j,

2θj , k = i.
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Using this we can now compute
n∑

i,j=1

g (R (X,Y ) Ei, Ej)
[
θi · θj , θk

]
= −2

n∑
i=1

g (R (X,Y ) Ei, Ek) θi

+2
n∑

j=1

g (R (X,Y ) Ek, Ej) θj

= 4
n∑

i=1

g (R (X,Y ) Ek, Ei) θi.

As in the case of the proof of the Weitzenböck formula for 1-forms we have that
the last term is the 1-form 4R (X,Y ) θk. �

With this last formula we can now relate the curvature term in the Bochner
formula to the curvature operator.

Lemma 30. For an orthonormal frame Ei and its dual coframe θi we have that
n∑

i,j=1

g
([

θi · θj , R (Ei, Ej) ω
]
, ω

)
=

∑
α

λα |[Θα, ω]|2 ,

where λα are the eigenvalues for the curvature operator and Θα the duals of eigen-
vectors for the curvature operator.

Proof. Using the skew-symmetry of ω → [
θi · θj , ω

]
and the definition of the

curvature operator, we can compute
n∑

i,j=1

g
([

θi · θj , R (Ei, Ej) ω
]
, ω

)
= −

n∑
i,j=1

g
(
R (Ei, Ej) ω,

[
θi · θj , ω

])
= −1

4

n∑
i,j=1

n∑
k,l=1

g (R (Ei, Ej) Ek, El) g
([

θk · θl, ω
]
,
[
θi · θj , ω

])
=

1
4

n∑
i,j,k,l=1

g (R (Ei ∧ Ej) , Ek ∧ El) g
([

θk · θl, ω
]
,
[
θi · θj , ω

])
=

n∑
i<j,k<l

g (R (Ei ∧ Ej) , Ek ∧ El) g
([

θk · θl, ω
]
,
[
θi · θj , ω

])
.

Now observe that the Ei∧Ej form an orthonormal basis for Λ2TM, and the θi·θj are
the dual basis for Ω2 (M) . The expression we have arrived at is obviously invariant
under change of orthonormal bases in Λ2TM. So select an orthonormal basis Ξα

for Λ2TM such that R (Ξα) = λαΞα. With Θα denoting the dual basis for Ω2 (M) ,
we then get

n∑
i,j=1

g
([

θi · θj , R (Ei, Ej) ω
]
, ω

)
=

∑
α

λα |[Θα, ω]|2

as desired. �
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Theorem 51. On a compact oriented Riemannian n-manifold with nonnegative
curvature operator every harmonic form is parallel. Moreover, if the curvature
operator is positive, then harmonic p-forms vanish when p = 1, . . . , n− 1.

Proof. If ω is harmonic, then we have from the previous section that

0 =
∫

M

〈∇∗∇ω, ω〉+
1
4

∫
M

∑
α

λα |[Θα, ω]|2

=
∫

M

|∇ω|2 +
1
4

∫
M

∑
α

λα |[Θα, ω]|2 .

As both terms are nonnegative, they both vanish. In particular, ∇ω = 0.
We also have that λα |[Θα, ω]|2 = 0. The only way this can happen, if all λα > 0,

is if [Θα, ω] = 0 for all α. Since the Θα form a basis for the 2-forms, this means
that [ψ, ω] = 0 for all 2-forms. To see that this makes ω = 0, just pick ψ = θi · θj ,
ω = θi1 · · · · · θip , and compute:

[
θi · θj , θi1 · · · · · θip

]
=

⎧⎨⎩
0, i, j /∈ {i1, . . . , ip} ,
0, i, j ∈ {i1, . . . , ip} ,

2θi · θj · θi1 · · · · · θip , otherwise.

In general, we can write

ω =
∑

i1<···<ip

ai1···ip
θi1 · · · · · θip

Therefore,
[
θi · θj , ω

]
can only vanish if ai1···ip

= 0 whenever i ∈ {i1, · · · , ip} or
j ∈ {i1, · · · , ip} but not both i and j belong to {i1, · · · , ip} . Using this in the
situation where i < j shows that ω must be zero unless p is 0 or n. �

5. The Curvature Tensor

It is now time to apply the Bochner technique to the most natural tensor, the
curvature tensor. It is by no means clear that this will yield anything. It seems both
miraculous and profound that it works. We shall present results by Lichnerowicz
(see [64, Chapter 1] and also [65] for an in-depth discussion on the meaning of these
matters in physics), Berger, and Tachibana ( see [89]) that combine to show that a
compact Riemannian manifold with divR = 0 and nonnegative sectional curvature,
respectively nonnegative curvature operator, has parallel Ricci tensor, respectively
parallel curvature tensor.

Recall that if we consider the (1, 3) version of the curvature tensor R, then we
can construct two (0, 4)-tensors: div∇R and ∇divR. If for our present purposes we
use the notation

R� (X,Y, Z,W ) = g (X,R (Y,Z) W ) ,

then we can take inner products of the three tensors R�, div∇R, and ∇divR. Note
that R� is not the usual (0, 4)-tensor. This will be very important in the proof
below.

Theorem 52. (Lichnerowicz, 1958) The curvature tensor R on a compact ori-
ented Riemannian manifold satisfies

2
∫

M

|divR|2 − 2
∫

M

K =
∫

M

|∇R|2 ,
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where

K = g
(
R�,div∇R−∇divR

)
.

Proof. By far the most important ingredient in the proof is that we have the
second Bianchi identity at our disposal. To establish the formula, we compute at a
point p where we have an orthonormal frame Ei with (∇Ei) |p = 0:

∆
1
2
|R|2 =

1
2

n∑
i=1

∇Ei
∇Ei

|R|2

=
1
2

n∑
i=1

∇Ei
∇Ei

g (R,R)

=
n∑

i=1

∇Ei
g ((∇Ei

R) , R)

=
n∑

i=1

g ((∇Ei
(∇Ei

R)) , R)

+
n∑

i=1

g ((∇Ei
R) , (∇Ei

R))

=
n∑

i=1

g ((∇Ei
(∇Ei

R)) , R)

+ |∇R|2 .

We now claim that
n∑

i=1

g ((∇Ei
(∇Ei

R)) , R) = 2g
(
R�,div∇R

)
.

Using that ∇R has the same symmetry properties as R, we first compute

2div∇R (Ej , Ek, El, Em) = 2
n∑

i=1

g ((∇Ei
(∇R)) (Ej , Ek, El, Em) , Ei)

= 2
n∑

i=1

g (∇Ei
((∇R) (Ej , Ek, El, Em)) , Ei)

= 2
n∑

i=1

g
(∇Ei

((∇Ej
R
)
(Ek, El) Em

)
, Ei

)
= 2

n∑
i=1

∇Ei
g
((∇Ej

R
)
(Ek, El) Em, Ei

)
= 2

n∑
i=1

∇Ei
g
((∇Ej

R
)
(Em, Ei) Ek, El

)
= 2

n∑
i=1

g
(∇Ei

(∇Ej
R
)
(Em, Ei) Ek, El

)
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and then observe that

2g
(
R�,div∇R

)
= 2

n∑
i,j,k,l,m=1

g
(∇Ei

(∇Ej
R
)
(Ek, El) Em, Ei

)
g (Ej , R (Ek, El) Em)

= 2
n∑

i,j,k,l,m=1

g
(∇Ei

(∇Ej
R
)
(Ek, El) Em, Ei

)
g (R (Ek, El) Em, Ej)

= 2
n∑

i,j,k,l,m=1

g
(∇Ei

(∇Ej
R
)
(Ek, El) Em, Ei

)
g (R (Ej , Em) El, Ek) .

On the other hand, using the second Bianchi identity,
n∑

i=1

g (∇Ei
(∇Ei

R) (Ej , Ek) El, Em)

=
n∑

i=1

∇Ei
g ((∇Ei

R) (Ej , Ek) El, Em)

= −
n∑

i=1

∇Ei
g
((∇Ej

R
)
(Ek, Ei) El, Em

)
−

n∑
i=1

∇Ei
g ((∇Ek

R) (Ei, Ej) El, Em)

= −
n∑

i=1

∇Ei
g
((∇Ej

R
)
(Ek, Ei) El, Em

)
+

n∑
i=1

∇Ei
g ((∇Ek

R) (Ej , Ei) El, Em) ,

and so,
n∑

i=1

g ((∇Ei
(∇Ei

R)) , R)

=
n∑

i,j,k,l,m=1

g (∇Ei
(∇Ei

R) (Ej , Ek) El, Em) g (R (Ej , Ek) El, Em)

= −
n∑

i,j,k,l,m=1

∇Ei
g
((∇Ej

R
)
(Ek, Ei) El, Em

)
g (R (Ej , Ek) El, Em)

+
n∑

i,j,k,l,m=1

∇Ei
g ((∇Ek

R) (Ej , Ei) El, Em) g (R (Ej , Ek) El, Em)

=
n∑

i,j,k,l,m=1

∇Ei
g
((∇Ej

R
)
(Ek, Ei) El, Em

)
g (R (Ek, Ej) El, Em)

+
n∑

i,j,k,l,m=1

∇Ei
g ((∇Ek

R) (Ej , Ei) El, Em) g (R (Ej , Ek) El, Em)
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= 2
n∑

i,j,k,l,m=1

∇Ei
g
((∇Ej

R
)
(Ek, Ei) El, Em

)
g (R (Ek, Ej) El, Em)

= 2
n∑

i,j,k,l,m=1

∇Ei
g
((∇Ej

R
)
(Em, El)Ek, Ei

)
g (R (Ej , Ek) El, Em)

= 2
n∑

i,j,k,l,m=1

∇Ei
g
((∇Ej

R
)
(Ek, El) Em, Ei

)
g (R (Ej , Em) El, Ek)

= 2g
(
R�,div∇R

)
.

Using the definition of K, we then arrive at

∆
1
2
|R|2 = |∇R|2 + 2g

(
R�,∇divR

)
+ 2K.

From Stokes’ theorem (see also the Appendix) it follows that∫
M

∆
1
2
|R|2 = 0,∫

M

g
(
R�,∇divR

)
= −

∫
M

|divR|2 .

This gives us the desired formula. �

We are now interested in understanding when K is nonnegative. In order to
analyze this better we shall go through some generalities.

For any tensor T we can consider the curvature

R (X,Y ) T = (∇X (∇Y T ))− (∇Y (∇XT ))− (∇[X,Y ]T
)

= ∇2
X,Y T −∇2

Y,XT

as a new tensor of the same type. This new tensor is tensorial in X and Y. Moreover,
it is also tensorial in T, so we have for any function f

R (X,Y ) (fT ) = fR (X,Y ) T.

More importantly, one can easily show that

(R (X,Y ) T ) (X1, . . . , Xk) = R (X,Y ) (T (X1, . . . , Xk))
−T (R (X,Y ) X1, . . . , Xk)
...
−T (X1, . . . , R (X,Y ) Xk)

To understand this new curvature, we can therefore simply break it down to the
point where we need only worry about how it acts on vector fields and 1-forms.
This we already know how to deal with.

We are particularly interested in the case where T is of type (1, k) . In that case
we can make a special contraction. Namely, if we choose an orthonormal frame Ei,
then

((div∇−∇div)T ) (Y,X1, . . . , Xk) =
n∑

i=1

g ((R (Ei, Y ) T ) (X1, . . . , Xk) , Ei) .
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It therefore appears that (div∇−∇div)T is something like the Ricci curvature of
T. This is in line with our Weitzenböck formulae, where the curvature term is some
sort of contraction in the curvature. If we make the type change

T � (Y,X1, . . . , Xk) = g (Y, T (X1, . . . , Xk)) ,

then we get the quadratic expression for this Ricci curvature

K = g
(
T �, (div∇−∇div)T

)
.

The claim is that this quantity is nonnegative whenever the curvature operator is
nonnegative and T = R. In order to make our argument a little more transparent,
let us first show a similar but easier result.

Lemma 31. (Berger) Suppose T is a symmetric (1, 1)-tensor on a Riemannian
manifold (M, g) with sec ≥ 0, then

K = g
(
T �, (div∇−∇div)T

)
≥ 0.

Proof. We shall calculate at a point p, where an orthonormal frame has been
chosen such that T (Ei) = λiEi:

g
(
T �, (div∇−∇div)T

)
=

n∑
i,j,k=1

g (Ej , T (Ek)) g ((R (Ei, Ej) T ) (Ek) , Ei)

=
n∑

i,j,k=1

g (Ej , T (Ek)) g (R (Ei, Ej) T (Ek) , Ei)

−
n∑

i,j,k=1

g (Ej , T (Ek)) g (T (R (Ei, Ej) Ek) , Ei)

=
n∑

i,j,k=1

g (R (Ei, g (Ej , T (Ek)) Ej) T (Ek) , Ei)

−
n∑

i,j,k=1

g (T (R (Ei, g (Ej , T (Ek))Ej) Ek) , Ei)

=
n∑

i,k=1

g (R (Ei, T (Ek)) T (Ek) , Ei)

−
n∑

i,k=1

g (R (Ei, T (Ek)) Ek, T (Ei))

=
n∑

i,k=1

λ2
k · g (R (Ei, Ek) Ek, Ei)

−
n∑

i,k=1

λkλi · g (R (Ei, Ek) Ek, Ei)
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=
n∑

i,k=1

(
λ2

k − λkλi

)
sec (Ei, Ek)

=
∑
i<k

(
λ2

k − λkλi

)
sec (Ei, Ek)

+
∑
i>k

(
λ2

k − λkλi

)
sec (Ei, Ek)

=
∑
i<k

(
λ2

k − λkλi

)
sec (Ei, Ek)

+
∑
i<k

(
λ2

i − λkλi

)
sec (Ei, Ek)

=
∑
i<k

(λk − λi)
2 sec (Ei, Ek)

≥ 0.

This finishes the proof. �

Given this, one might suspect that we should be able to do something for
the Ricci tensor, given that the sectional curvature is nonnegative. This is only
partially true, as we don’t have a Bochner formula for the Ricci tensor. Given that
the manifold has divergence-free curvature tensor, one can find a Bochner formula
and then get that the Ricci tensor must be parallel. The proofs are not hard and
are deferred to the exercises. Note that we can’t more generally hope that the
Ricci tensor is parallel if it is divergence free, as all of the Berger spheres have
divergence-free Ricci tensor, but only the standard sphere has parallel Ricci tensor.

We can now go over to the more complicated result we are interested in. It was
first established in [89], and then with a modified proof in [42]. After that, the
result seems to have fallen into oblivion. We shall present a more general version
that is analogous to the above lemma, but the proof is essentially the one proposed
by Tachibana.

Theorem 53. (Tachibana, 1974) If R ≥ 0, then

g
(
T �, (div∇−∇div)T

)
≥ 0

for any (1, 3)-tensor T that induces a self-adjoint map R : Λ2TM → Λ2TM.

Proof. The fact that T : Λ2TM → Λ2TM is self-adjoint means that T enjoys
the properties

g (T (X,Y, Z) ,W ) = −g (T (X,Y,W ) , Z) = g (T (Y,X,W ) , Z) ,

g (T (X,Y, Z) ,W ) = g (T (Z,W,X) , Y ) .

Thus, we have a tensor with some of the properties of the curvature tensor. Let us
first divide K into four terms:

K = g
(
T �, (div∇−∇div)T

)
=

n∑
i,j,k,l,m=1

g (Ej , T (Ek, El, Em)) g ((R (Ei, Ej) T ) (Ek, El, Em) , Ei)
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=
n∑

i,j,k,l,m=1

g (Ej , T (Ek, El, Em)) g (R (Ei, Ej) (T (Ek, El, Em)) , Ei)

+
n∑

i,j,k,l,m=1

−g (Ej , T (Ek, El, Em)) g (T (R (Ei, Ej) Ek, El, Em) , Ei)

+
n∑

i,j,k,l,m=1

−g (Ej , T (Ek, El, Em)) g (T (Ek, R (Ei, Ej) El, Em) , Ei)

+
n∑

i,j,k,l,m=1

−g (Ej , T (Ek, El, Em)) g (T (Ek, El, R (Ei, Ej) Em) , Ei)

= A + B + C + D.

We now compute each of the terms A,B,C, and D:

A =
n∑

i,j,k,l,m=1

g (Ej , T (Ek, El, Em)) g (R (Ei, Ej) (T (Ek, El, Em)) , Ei)

=
n∑

i,j,k,l,m=1

g (R (Ei, g (Ej , T (Ek, El, Em)) Ej) (T (Ek, El, Em)) , Ei)

=
n∑

i,k,l,m=1

g (R (Ei, T (Ek, El, Em)) (T (Ek, El, Em)) , Ei)

=
n∑

i,k,l,m=1

g (R (Ei ∧ T (Ek, El, Em)) , Ei ∧ T (Ek, El, Em)) ;

B =
n∑

i,j,k,l,m=1

−g (Ej , T (Ek, El, Em)) g (T (R (Ei, Ej) Ek, El, Em) , Ei)

=
n∑

i,j,k,l,m=1

−g (Ej , T (Ek, El, Em)) g (T (Em, Ei, R (Ei, Ej) Ek) , El)

=
n∑

i,j,k,l,m=1

g (Ej , T (Ek, El, Em)) g (T (Em, Ei, El) , R (Ei, Ej) Ek)

=
n∑

i,k,l,m=1

g (T (Em, Ei, El) , R (Ei, T (Ek, El, Em)) Ek)

=
n∑

i,k,l,m=1

g (R (Ei, T (Ek, El, Em)) Ek, T (Em, Ei, El))

= −
n∑

i,k,l,m=1

g (R (Ei, T (Ek, El, Em)) T (Em, Ei, El) , Ek)

= −
n∑

i,k,l,m=1

g (R (Ei ∧ T (Ek, El, Em)) , Ek ∧ T (Em, Ei, El)) .



228 7. THE BOCHNER TECHNIQUE

Similarly,

C =
n∑

i,k,l,m=1

g (R (Ei ∧ T (Ek, El, Em)) , El ∧ T (Em, Ei, Ek)) .

Finally, we have

D =
n∑

i,j,k,l,m=1

−g (Ej , T (Ek, El, Em)) g (T (Ek, El, R (Ei, Ej) Em) , Ei)

=
n∑

i,j,k,l,m=1

g (Ej , T (Ek, El, Em)) g (R (Ei, Ej) Em, T (Ek, El, Ei))

= −
n∑

i,k,l,m=1

g (R (Ei, T (Ek, El, Em)) T (Ek, El, Ei) , Em)

= −
n∑

i,k,l,m=1

g (R (Ei ∧ T (Ek, El, Em)) , Em ∧ T (Ek, El, Ei))

=
n∑

i,k,l,m=1

g (R (Ei ∧ T (Ek, El, Em)) , Em ∧ T (El, Ek, Ei)) .

Therefore, if we define elements θiklm ∈ Λ2TM by

θiklm = Ei ∧ T (Ek, El, Em)
−Ek ∧ T (Em, Ei, El)
+El ∧ T (Em, Ei, Ek)
+Em ∧ T (El, Ek, Ei) ,

then one checks that
n∑

i,k,l,m=1

g (R (θiklm) , θiklm) = 4K

by observing that after multiplying out, there are 16 terms on the left-hand side,
which can be collected in groups of four. After reindexing some of the sums, each
of these groups consists of four equal terms that correspond to one of A,B,C, or D.
Since the left-hand side is assumed to be nonnegative, we have proven the desired
result. �

Corollary 23. (Tachibana, 1974) If (M, g) is a compact oriented Riemannian
manifold with divR = 0 and R ≥ 0, then ∇R = 0. If in addition, R > 0, then
(M, g) has constant curvature.

Proof. The first part is immediate from the above theorems. For the second
part we have again that K = 0. Since R is assumed to be positive, we must therefore
have that

θiklm = Ei ∧R (Ek, El) Em

−Ek ∧R (Em, Ei) El

+El ∧R (Em, Ei) Ek

+Em ∧R (El, Ek) Ei

= 0.
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From this one can see that the curvature must be constant. A different proof of
this can be found using the material from chapter 8. �

6. Further Study

For more general and complete accounts of the Bochner technique and spin
geometry we recommend the two texts [97] and [61]. The latter book also has a
complete proof of the Hodge theorem. Other sources for this particular result are
[56], [81], and [92]. For more information about Killing fields and related matters
we refer the reader to [59, Chapter II] and [95]. There is also a good elementary
account of Killing fields in O’Neill’s book [73, Chapter 9].

For other generalizations to manifolds with integral curvature bounds the reader
should consult [40]. In there the reader will find a complete discussion on general-
izations of the above mentioned results about Betti numbers.

7. Exercises

(1) Let F : (M, g) → (
Rk, can

)
be a Riemannian submersion and let (M, g)

be complete. If each of the components of F has zero Hessian, then
(M, g) = (N,h)× (

Rk, can
)
.

(2) Let t ⊂ iso (M, g) be an Abelian subalgebra corresponding to a torus
subgroup T k ⊂ Iso (M, g) . Define p ⊂ t as the set of Killing fields that
correspond to circle actions, i.e., actions induced by homomorphisms S1 →
T k. Show that p is a vector space over the rationals with dimQp = dimRt.

(3) Show that for any (1, 1)-tensor S and vector field X we have

tr (∇XS) = ∇XtrS.

(4) Given two Killing fields X and Y on a Riemannian manifold, develop a
formula for ∆g (X,Y ) . Use this to give a formula for the Ricci curvature
in a frame consisting of Killing fields.

(5) For a vector field X define the Lie derivative of the connection as follows:

(LX∇) (U, V ) = LX (∇UV )−∇LXUV −∇ULXV

= [X,∇UV ]−∇[X,U ]V −∇U [X,V ] .

(a) Show that LX∇ is a (1, 2)-tensor.
(b) We say that X is an affine vector field if LX∇ = 0. Show that for

such a field we have

∇2
U,V X = −R (X,U) V.

Hint: Show that:

R (W,U) V +∇2
U,V W = (LW∇) (U, V ) .

(c) Show that Killing fields are affine. Give an example of an affine field
on Rn which is not a Killing field.

(d) Let N be a component of the zero set for a Killing field X. Show that
∇V (∇X) = 0 for vector fields V tangent to N.

(6) Let X be a vector field on a Riemannian manifold.
(a) Show that

|LXg|2 = 2 |∇X|2 + 2tr (∇X)2 .
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(b) Establish the following integral formulae on a closed oriented Rie-
mannian manifold:∫

M

(
Ric (X,X) + tr (∇X)2 − (divX)2

)
= 0,∫

M

(
Ric (X,X) + g

(
tr∇2X,X

)
+

1
2
|LXg|2 − (divX)2

)
= 0.

(c) Finally, show that X is a Killing field iff

divX = 0,
tr∇2X = −Ric (X) .

(7) (Yano) If X is an affine vector field show that tr∇2X = −Ric (X) and
that divX is constant. Use this together with the above characterizations
of Killing fields to show that on closed manifolds affine fields are Killing
fields.

(8) If K is a Killing field show that LK and ∆ commute as operators on
forms. Conversely show that X is a Killing field if LX and ∆ commute
on functions.

(9) Suppose (M, g) is compact and has b1 = k. If Ric ≥ 0, then the universal
covering splits: (

M̃, g
)

= (N,h)× (
Rk, can

)
.

(10) Let (M, g) be a compact 2n-manifold with positive sectional curvature.
If dim (h (M, g)) ≥ k, then Z (h (M, g)) contains an element of dimension
≥ 2 (k − 1) .

(11) Let (M, g) be an n-dimensional Riemannian manifold that is isometric
to Euclidean space outside some compact subset K ⊂ M, i.e., M −K is
isometric to Rn − C for some compact set C ⊂ Rn. If Ricg ≥ 0, show
that M = Rn. Hint: Find a metric on the n-torus that is isometric to
a neighborhood of K ⊂ M somewhere and otherwise flat. Alternatively,
show that any parallel 1-form on Rn−C extends to a harmonic 1-form on
M . Then apply Bochner’s formula to show that it must in fact be parallel
when Ricg ≥ 0, and use this to conclude that the manifold is flat.

(12) Given two vector fields X and Y on (M, g) such that ∇X and ∇Y are
symmetric, develop Bochner formulae for ∇2 1

2g (X,Y ) and ∆1
2g (X,Y ) .

(13) For general sections s1 and s2 of an appropriate bundle show in analogy
with the formula

∆
1
2
|s|2 = |∇s|2 +

〈
tr∇2s, s

〉
that:

∆ 〈s1, s2〉 = 2 〈∇s1,∇s2〉+
〈
tr∇2s1, s2

〉
+

〈
s1, tr∇2s2

〉
.

Use this on forms to develop Bochner formulae from the Weitzenböck
formulae for inner products of such sections.
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More generally we can consider the 1-form defined by ω (v) = 〈∇vs1, s2〉
which represents half of the differential of 〈s1, s2〉 . Show that

−δω = 〈∇s1,∇s2〉+
〈
tr∇2s1, s2

〉
=

〈(∇∗∇+ tr∇2
)
s1, s2

〉
dω (X,Y ) = 〈R (X,Y ) s1, s2〉 − 〈∇Xs1,∇Y s2〉+ 〈∇Y s1,∇Xs2〉 .

(14) Show that in dimension 2,

K = g
(
R�, (div∇−∇div)R

)
= 0.

(15) (Simons) Let (M, g) be a Riemannian manifold with a (1, 1)-tensor field
T that is symmetric and whose covariant derivative is symmetric

(∇XT ) (Y ) = (∇Y T ) (X) .

Show that,

∆
1
2
|T |2 = |∇T |2 + g

(
T �,∇divT

)
+ g

(
T �, (div∇−∇div)T

)
.

When M is compact and oriented conclude that if sec ≥ 0 and divT = 0,
then ∇T = 0. Moreover, if sec > 0, then T = c · I for some constant c. In
case T is not symmetric establish a Bochner formula that can be used to
arrive at the above results.

(16) (Berger) On a closed Riemannian manifold (M, g) show that if divR = 0
and sec ≥ 0, then ∇Ric = 0. (Hint: use an exercise from chapter 2 to
get the symmetry for ∇Ric and also the formula 2div (Ric) = d (scal) to
conclude that div (Ric) = 0.)

(17) Let (Mn, g) � Rn+1 be an isometric immersion of an oriented manifold.
(a) Using the Codazzi equations, show that

∆
1
2
|S|2 = |∇S|2 + g

(
S�,∇divS

)
+ K,

where S is the shape operator and K is as usual defined by

K = g
(
S�, (div∇−∇div)S

)
.

(b) Assuming that M is compact, show that∫
|∇S|2 =

∫
|d (trS)|2 −

∫
K.

(Recall that we proved in the exercises to chapter 4 that divS =
d (trS).)

(c) Show Liebmann’s theorem: If (M, g) has constant mean curvature
(trS = constant) and nonnegative shape operator, then (M, g) is a
constant-curvature sphere. Hint: Using chapter 4, find out something
about the curvature from the positivity of S; then use

K =
∑
i<j

(λj − λi)
2 · sec (Ei, Ej) .
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In case M = S2, H. Hopf showed that one can prove this theorem
without using the nonnegativity of the shape operator. This is not too
hard to believe, as we know that

K (p) = (λ2 − λ1)
2 · sec (p) ,∫

sec (p) dvol = 4π,

indicating that
∫

K should be nonnegative. On the other hand, Wente
has exhibited immersed tori with constant mean curvature (see Wente’s
article in [45]).

(18) Show that if one defines the divergence of a p-form by

divω (X2, . . . , Xp) =
n∑

i=1

(∇Ei
ω) (Ei, X2, . . . , Xp)

=
n∑

i=1

iEi
(∇Ei

ω) (X2, . . . , Xp) ,

where Ei is an orthonormal frame, then δ = −div.
(19) Suppose we have a Killing field K on a closed oriented Riemannian man-

ifold (M, g) . Assume that ω is a harmonic form.
(a) Show that LKω = 0. Hint: Show that LKω is also harmonic.
(b) Show that iKω is closed, but not necessarily harmonic.

(20) Let (M, g) be a closed Kähler manifold with Kähler form ω. Show using
the exercises from chapter 2 that

ωk = ω ∧ · · · ∧ ω︸ ︷︷ ︸
k times

is closed but not exact by showing that ω
dimM

2 is proportional to the
volume form. Conclude that none of the even homology groups vanish.

(21) Let E → M be a vector bundle with connection ∇.
(a) Show that ∇ induces a natural connection on Hom (E,E) that we

also denote ∇.
(b) Let Ωp (M,E) denote the alternating p-linear maps from TM to E

(note that Ω0 (M,E) = Γ (E).) Show that Ω∗ (M) acts in a natural
way from both left and right on Ω∗ (M,E) by wedge product. Show
also that there is a natural wedge product

Ωp (M,Hom (E,E))× Ωq (M,E) → Ωp+q (M,E) .

(c) Show that there is a connection dependent exterior derivative

d∇ : Ωp (M,E) → Ωp+1 (M,E)

with the property that it satisfies the exterior derivative version of
Leibniz’s rule with respect to the above defined wedge products, and
such that for s ∈ Γ (E) we have: d∇s = ∇s.

(d) If we think of R (X,Y ) s ∈ Ω2 (M,Hom (E,E)) . Show that:(
d∇ ◦ d∇

)
(s) = R ∧ s

for any s ∈ Ωp (M,E) and that Bianchi’s second identity can be
stated as d∇R = 0.
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(22) If we let E = TM in the previous exercise, then

Ω1 (M,TM) = Hom (TM, TM)

will just consist of all (1, 1)-tensors.
(a) Show that in this case d∇s = 0 iff s is a Codazzi tensor.
(b) The entire chapter seems to indicate that whenever we have a tensor

bundle E = R, TM, Λ2M etc. and an element s ∈ Ωp (M,E) with
d∇s = 0, then there is a Bochner type formula for s. Moreover,
when in addition s is “divergence free” and some sort of curvature is
nonnegative, then s should be parallel. Can you develop a theory in
this generality?

(c) Show that if X is a vector field, then ∇X is a Codazzi tensor iff
R (·, ·) X = 0. Give an example of a vector field such that ∇X is
Codazzi but X itself is not parallel. Is it possible to establish a
Bochner type formula for exact tensors like ∇X = d∇X even if they
are not closed?

(23) (Thomas) Show that in dimensions n > 3 the Gauss equations (R = S ∧ S)
imply the Codazzi equations

(
d∇S = 0

)
provided detS �= 0. Hint: use the

second Bianchi identity and be very careful with how things are defined.
It will also be useful to study the linear map

Hom
(
Λ2V, V

) → Hom
(
Λ3V,Λ2V

)
,

T → T ∧ S

for a linear map S : V → V. In particular, one can see that this map is
injective only when the rank of S is ≥ 4.

(24) In dimensions 4n we have that the Hodge ∗ : H2n (M) → H2n (M) satisfies
∗∗ = I. The difference in the dimensions of the eigenspaces for ±1 is called
the signature of M :

τ (M) = σ (M) = dim (ker (∗ − I)− ker (∗+ I)) .

One can show that this does not depend on the metric used to define ∗,
by observing that it is the index of the symmetric bilinear map

H2n (M)×H2n (M) → R,

(ω1, ω2) →
∫

ω1 ∧ ω2.

Recall that the index of a symmetric bilinear map is the difference between
positive and negative diagonal elements when it has been put into diagonal
form. In dimension 4 one can show that

σ (M) =
1

12π2

∫
M

(∣∣W+
∣∣2 − ∣∣W−∣∣2) .

Using the exercises from chapter 4, show that for an Einstein metric in
dimension 4 we have

χ (M) ≥ 3
2
σ (M) ,

with equality holding iff the metric is Ricci flat and W− = 0. Conclude
that not all four manifolds admit Einstein metrics. In higher dimensions
there are no known obstructions to the existence of Einstein metrics. Hint:
consider connected sums of CP 2 with itself k times.
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(25) Recall the curvature forms defined using an orthonormal frame Ei:

Ωj
i (X,Y ) Ej = R (X,Y ) Ei.

They yield a skew-symmetric matrix of 2-forms:

Ω =
(
Ωj

i

)
.

From linear algebra we know that there are various invariant polynomials
that depend on the entries of matrices, e.g., the trace and determinant.
We can define similar objects in this case as follows:

p2l (Ω) =
∑

Ωi2
i1
∧ Ωi3

i2
∧ · · · ∧ Ωi1

il
.

These are known as the Pontryagin forms. Show that they yield globally
defined forms that are closed (you need to look at the exercises in chapter
2 and also understand what the second Bianchi identity has to do with
dΩ). Show, that they are zero when l is odd. Thus, they generate homol-
ogy classes pl ∈ H4l, which are known as the Pontryagin classes of the
manifold. It can be shown that these classes do not depend on the metric.

Show that the Pontryagin classes are zero on a manifold with constant
curvature. Hint: Use that we know what the curvature tensor looks like.
Thus even in the case where 4l = n = dimM, we do not necessarily have
that pl is the Euler class.

Try to compute p1 ∈ H4 for some of the standard 4-manifolds.
(26) In case the manifold has even dimension n = 2m, we can construct the

Euler form:

e (Ω) = εi1···in · Ωi1
i2
∧ · · · ∧ Ωin−1

in
,

εi1···in = sign of the permutation (i1 · · · in) ,

which modulo a factor generates the Euler class, or characteristic, of the
manifold. Show that this form also yields a globally defined closed form.
Note that this is essentially the square root of the determinant of Ω.
However, as this determinant is a 2n form, it is always zero and therefore
doesn’t yield anything interesting. The cohomology class of e (Ω) can also
be seen to be independent of the metric. Moreover, as discussed in chapter
4, it is proportional to the Euler characteristic.



CHAPTER 8

Symmetric Spaces and Holonomy

In this chapter we shall give a brief overview of (locally) symmetric spaces
and holonomy. Only the simplest proofs will be presented. Thus, we will have
to be sketchy in places. Still, most of the standard results are proved or at least
mentioned. We give some explicit examples, including the complex projective space,
in order to show how one can compute curvatures on symmetric spaces relatively
easily. There is a brief introduction to holonomy and the de Rham decomposition
theorem. We give a few interesting consequences of this theorem and then proceed
to discuss how holonomy and symmetric spaces are related. Finally, we classify all
compact manifolds with nonnegative curvature operator. We shall in a few places
use results from chapter 9. They will therefore have to be taken for granted at this
point.

As we have already seen, Riemann showed that locally there is only one con-
stant curvature geometry. After Lie’s work on “continuous” groups it became clear
that one had many more interesting models for geometries. Next to constant cur-
vature spaces, the most natural type of geometry to try to understand is that of
(locally) symmetric spaces. One person managed to take all the glory for classify-
ing symmetric spaces; Elie Cartan. He started out in his thesis with cleaning up
and correcting Killing’s classification of simple complex Lie algebras. Using this
he later classified all the simple real Lie algebras. With the help of this and many
of his different characterizations of symmetric spaces, Cartan, by the mid 1920s
had managed to give a complete (local) classification of all symmetric spaces. This
was an astonishing achievement even by today’s deconstructionist standards, not
least because Cartan also had to classify the real simple Lie algebras. This in itself
takes so much work that most books on Lie algebras give up after having settled
the complex case.

After Cartan’s work, a few people worked on getting a better conceptual un-
derstanding of some of these new geometries and also on giving a more global
classification. Still, not much happened until the 1950s, when people realized a
interesting connection between symmetric spaces and holonomy: The de Rham
decomposition theorem and Berger’s classification of holonomy groups. It then
became clear that almost all holonomy groups occurred for symmetric spaces and
therefore gave good approximating geometries to most holonomy groups. An even
more interesting question also came out of this, namely, what about those few holo-
nomy groups that do not occur for symmetric spaces? This is related to the study
of Kähler manifolds and some exotic geometries in dimensions 7 and 8. The Kähler
case seems to be quite well understood by now, not least because of Yau’s work
on the Calabi conjecture. The exotic geometries have only very recently become
better understood with D. Joyce’s work.

235
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1. Symmetric Spaces

There are many ways of representing symmetric spaces. Below we shall see
how they can be described as homogeneous spaces, via Lie algebras, and finally, by
their curvature tensor.

1.1. The Homogeneous Description. We say that a Riemannian manifold
(M, g) is a symmetric space if for each p ∈ M the isotropy group Isop contains
an isometry Ap such that DAp : TpM → TpM is the antipodal map −I. Since
isometries preserve geodesics, we immediately see that for any geodesic γ (t) such
that γ (0) = p we have: Ap ◦ γ (t) = γ (−t) . Using this, it is easy to show that
symmetric spaces are homogeneous and complete. Namely, if two points are joined
by a geodesic, then the symmetry in the midpoint between these points on the
geodesic is an isometry that maps these points to each other. Thus, any two points
that can be joined by a broken sequence of geodesics can be mapped to each other
by an isometry. This shows that the space is homogeneous. It is then easy to show
that the space is complete.

Given a homogeneous space G/H = Iso/Isop, we see that it is symmetric pro-
vided that the symmetry Ap exists for just one p. The symmetry Aq can then be
constructed by selecting an isometry g that takes p to q and then observing that

g ◦Ap ◦ g−1

has the correct differential at q. This means, in particular, that any Lie group G with
bi-invariant metric is a symmetric space, as g → g−1 is the desired symmetry around
the identity element. Let us list some of the important families of homogeneous
spaces that are symmetric. They come in pairs of compact and noncompact spaces.
Below we list just a few families of examples. There are many more families and
several exceptional examples as well.

Lie groups with bi-invariant metrics
group rank dim
SU (n + 1) n n (n + 2)
SO (2n + 1) n n (2n + 1)
Sp (n) n n (2n + 1)
SO (2n) n n (2n− 1)

Noncompact analogues of bi-invariant metrics
(complexified group)/group rank dim
SL (n + 1, C) /SU (n + 1) n n (n + 2)
SO (2n + 1, C) /SO (2n + 1) n n (2n + 1)
Sp (n, C) /Sp (n) n n (2n + 1)
SO (2n, C) /SO (2n) n n (2n− 1)
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Compact homogeneous examples
Iso Isop dim rank description
SO (n + 1) SO (n) n 1 Sphere
O (n + 1) O (n)× {1,−1} n 1 RPn

U (n + 1) U (n)× U (1) 2n 1 CPn

Sp (n + 1) Sp (n)× Sp (1) 4n 1 HPn

F4 Spin (9) 16 1 OP 2

SO (p + q) SO (p)× SO (q) pq min (p, q) real Grassmannian
SU (p + q) S (U (p)× U (q)) 2pq min (p, q) complex Grassmannian

Noncompact homogeneous examples
Iso Isop dim rank description
SO (n, 1) SO (n) n 1 Hyperbolic space
O (n, 1) O (n)× {1,−1} n 1 Hyperbolic RPn

U (n, 1) U (n)× U (1) 2n 1 Hyperbolic CPn

Sp (n, 1) Sp (n)× Sp (1) 4n 1 Hyperbolic HPn

F−20
4 Spin (9) 16 1 Hyperbolic OP 2

SO (p, q) SO (p)× SO (q) pq min (p, q) Hyperbolic Grassmannian
SU (p, q) S (U (p)× U (q)) 2pq min (p, q) Complex hyperbolic Grassmannian

Recall that Spin (n) is the universal double covering of SO (n) for n > 2. We
also have the following special identities for low dimensions:

SO (2) = U (1) ,

Spin (3) = SU (2) = Sp (1) ,

Spin (4) = Spin (3)× Spin (3) .

Note that all of the compact examples have sec ≥ 0 by O’Neill’s formula. It also
follows from this formula that all the projective spaces (compact and noncompact)
have quarter pinched metrics, i.e., the ratio between the smallest and largest cur-
vatures is 1

4 . This was all proven in chapter 3. Below we shall do some different
calculations to justify these remarks.

In the above list of examples there is a column called rank . This is related to
the rank of a Lie group as discussed in chapter 7. Here, however, we need a rank
concept for more general spaces. The rank of a geodesic γ : R → M is simply the
dimension of parallel fields E along γ such that

R (E (t) , γ̇ (t)) γ̇ (t) = 0

for all t. The rank of a geodesic is therefore always ≥ 1. The rank of a Riemannian
manifold is now defined as the minimum rank over all of the geodesics in M. For
symmetric spaces the rank can be computed from knowledge of Abelian subgroups
in Lie groups and is therefore more or less algebraic. For a general manifold there
might of course be metrics with different ranks, but this is actually not so obvious.
Is it, for example, possible to find a metric on the sphere of rank > 1? A general
remark is that any Cartesian product has rank≥ 2, and also many symmetric spaces
have rank ≥ 2. In general, it is unclear to what extent other manifolds can also have
rank ≥ 2. However, see below for the case of nonpositive curvature and nonnegative
curvature operators. Note that there are five compact rank one symmetric spaces
(CROSS) in the above lists. These are the only simply connected compact rank 1
symmetric spaces.
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1.2. Isometries and Parallel Curvature. Another interesting property for
symmetric spaces is that they have parallel curvature tensor. This is because the
symmetries Ap leave the curvature tensor and its covariant derivative invariant. In
particular, we have

DAp ((∇XR) (Y,Z,W )) =
(∇DApXR

)
(DApY,DApZ,DApW ) ,

which at p implies

− (∇XR) (Y,Z,W ) = (∇−XR) (−Y,−Z,−W )
= (∇XR) (Y,Z,W ) .

Thus, ∇R = 0. This almost characterizes symmetric spaces.

Theorem 54. (E. Cartan) If (M, g) is a Riemannian manifold with parallel
curvature tensor, then for each p ∈ M there is an isometry Ap defined in a neigh-
borhood of p with DAp = −I on TpM. Moreover, if (M, g) is simply connected and
complete, then the symmetry is defined on all of M, and in particular, the space is
symmetric.

Proof. The global statement follows from the local one using an analytic
continuation argument and the next Theorem below. Note that for the local
statement we already have a candidate for a map. Namely, if ε is so small that
expp : B (0, ε) → B (p, ε) is a diffeomorphism, then we can just define Ap (x) = −x
in these coordinates. It now remains to see why this is an isometry when we have
parallel curvature tensor. This means that in these coordinates the metric is the
same at x and −x. Switching to polar coordinates, we have the fundamental equa-
tions relating curvature and the metric. So the claim follows if we can prove that
the curvature tensor is the same when we go in opposite directions. To check this,
first observe

R (·, v) v = R (·,−v) (−v) .

So the curvatures start out being the same. If ∂r is the radial field, we also have

(∇∂r
R) = 0.

Thus, the curvature tensors not only start out being equal, but also satisfy the
same simple first-order equation. Consequently they must remain the same as we
go equal distance in opposite directions. �

A Riemannian manifold with parallel curvature tensor is called a locally sym-
metric space.

It is worth mentioning that there are left-invariant metrics that are not locally
symmetric. Namely, in the exercises to chapter 3 it is shown that the Berger spheres
(ε �= 1) and the Heisenberg group do not have parallel curvature tensor. In fact, as
they are 3 dimensional they can’t even have parallel Ricci tensor.

With very little extra work we can generalize the above theorem on the existence
of local symmetries. Recall that in our discussion about existence of isometries
with a given differential in chapter 5 we decided that they could exist only when
the spaces had the same constant curvature. However, there is a generalization
to symmetric spaces. Namely, we know that any isometry preserves the curvature
tensor. Thus, if we start with a linear isometry that preserves the curvatures at a
point, then we should be able to extend this map in the situation where curvatures
are everywhere the same. This is the content of the next theorem.



1. SYMMETRIC SPACES 239

Theorem 55. (E. Cartan) Suppose we have a simply connected symmetric
space (M, g) and a complete locally symmetric space (N, ḡ) of the same dimension.
Given a linear isometry L : TpM → TqN such that

L (Rg (x, y) z) = Rḡ (Lx, Ly) Lz

for all x, y, z ∈ TpM, there is a unique Riemannian isometry F : M → N such that
DpF = L.

Proof. The proof of this is, as in the constant curvature case, by analytic
continuation. So we need only find these isometries locally. Given that there is an
isometry defined locally, we know that it must look like

F = expq ◦L ◦ exp−1
p .

To see that this indeed defines an isometry, we have to show that the metrics in
exponential coordinates are the same via the identification of the tangent spaces by
L. As usual the radial curvatures determine the metrics. In addition, the curvatures
are parallel and therefore satisfy the same first-order equation. We assume that
initially the curvatures are the same at p and q via the linear isometry. But then
they must be the same in frames that are radially parallel around these points.
Consequently, the spaces are locally isometric. �

This result shows that the curvature tensor completely characterizes the sym-
metric space. It also tells us what the isometry group must be in case the symmetric
space is simply connected. We shall study this further below.

1.3. Algebraic Descriptions of Symmetric Spaces. It is worthwhile to
try to get a more algebraic description of symmetric spaces. Note that there are
many ways of writing homogeneous spaces as quotients G/H, e.g.,

S3 = SU (2) = SO (4) /SO (3) = O (4) /O (3) .

But only one of these, O (4) /O (3) , tells us directly that S3 is a symmetric space.
This is because the isometry Ap modulo conjugation lies in O (3) as it is orientation
reversing. We shall in this section try to get a Lie algebraic description based on
Killing fields rather than the Lie group description based on isometries.

To get a more complete picture, we have to understand how the involution acts,
not just on the space M, but as a map in Iso (M, g) , and then in the Lie algebra
iso (M, g) of Killing fields.

Let us fix a symmetric space (M, g) and a point p ∈ M. Recall from chapter 7
that the map

iso → TpM × so (TpM) ,

X → (X|p, (∇X) |p)
is an injection. Since (M, g) is homogeneous, this linear map will be a surjection
onto the first factor. Thus, iso can be identified with TpM× isop. This then induces
a Lie algebra structure on TpM×isop from that on iso. To understand this structure
a little better, let us first observe that the decomposition TpM × isop at the level
of Killing fields looks like

X ∈ TpM iff (∇X) |p = 0,
X ∈ isop iff X|p = 0.
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So as not to confuse Killing fields with vectors, let us introduce the terminology

tp = {X ∈ iso : (∇X) |p = 0} .

Let us check where the Lie brackets of various combinations of Killing fields X,Y
lie.

(a) If X,Y ∈ tp or X,Y ∈ isop, then

[X,Y ] |p = ∇X|pY −∇Y |pX = 0.

So we conclude that [X,Y ] ∈ isop in these cases. In the case where X,Y ∈ isop, we
even have that the Lie bracket coincides, up to sign, with the Lie bracket coming
from so (TpM) (see also the section on Lie derivatives in the appendix). To see this
recall that

∇2
V,W Y = ∇V∇W Y −∇∇V W Y

is tensorial in V and W. Therefore, if v ∈ TpM and X|p = 0, then

∇v∇XY = ∇∇vXY.

In the case X,Y ∈ isop and v ∈ TpM this implies

[(∇X) |p, (∇Y ) |p] (v) = (∇X ◦ ∇Y −∇Y ◦ ∇X) (v)
= ∇∇vY X −∇∇vXY

= ∇v (∇Y X −∇XY )
= −∇v [X,Y ] .

Hence, the element [X,Y ] ∈ iso is identified with− [(∇X) |p, (∇Y ) |p] inside so (TpM).
(b) If X ∈ tp and Y ∈ isop, then

[X,Y ] |p = ∇X|pY = (∇Y ) (X|p) .

Which is simply the way the elements Y ∈ so (TpM) act on TpM.
In conclusion, we see that the Lie algebra iso can be represented as a direct

sum: iso = tp ⊕ isop, where tp is a vector space with a Euclidean metric, and isop

is a subalgebra of the skew-symmetric transformations on tp. Moreover, the Lie
algebra structure on iso = tp ⊕ isop is given by

[h1, h2] = − (h1 ◦ h2 − h2 ◦ h1) if h1, h2 ∈ isop,

− [h, x] = [x, h] = h (x) if h ∈ isop and x ∈ tp,

[x, y] ∈ isop for x, y ∈ tp.

Thus, the only Lie brackets that are not given canonically are [x, y] , where x, y ∈ tp.
We shall soon be able to show that as an element of so (TpM) this Lie bracket is
represented by the curvature

R (x, y) : TpM → TpM.

It will, however, take considerable more work to show directly that R (x, y) is an
element of isop when we are on a symmetric space.

All of this, of course, works for homogeneous spaces, so we still have to see what
is special in the symmetric setting? This means that we have to understand how
the map Ap acts on this Lie algebra. We can guess that it should be the identity
on isop and multiplication by −1 on tp. To see why this is, let us start by checking
how it acts on Iso. We define it as conjugation σ : Iso → Iso, i.e.,

σ (g) = Ap ◦ g ◦Ap.
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Thus σ is an automorphism with

σ (g) = g iff g ∈ Isop,

σ ◦ σ = id.

This doesn’t quite characterize σ, but it does characterize the differential as acting
in the way we suspected:

Dσ (h) = h for all h ∈ isop,

Dσ (x) = −x for all x ∈ tp.

Since σ also fixes Isop, it induces a map on Iso/Isop whose differential is −id on
TIsop

(Iso/Isop). This means that we have found a completely algebraic description
of a symmetric space.

Conversely, suppose we have a Lie algebra g and a Lie algebra involution L :
g → g. Then we can try to construct a symmetric space as follows: First decompose
g = t⊕ k where t is the −1 eigenspace for L and k is the 1 eigenspace for L. Then
observe that k is a Lie subalgebra as

L [h1, h2] = [Lh1, Lh2]
= [h1, h2] .

Note also that for similar reasons,

[k, t] ⊂ t,

[t, t] ⊂ k.

Suppose now that there is a connected compact Lie group K with Lie algebra
is k such that the action of k on t yields an action of K on t. In case K is simply
connected this always true. Compactness of K then allows us to choose a Euclidean
metric on t making the action of K isometric. Then we see that the decomposition
g = t⊕ k is exactly of the type described for iso. Next pick a bi-invariant metric on
K such that g gets a Euclidean metric. Finally, if we can also choose a Lie group
G ⊃ K whose Lie algebra is g, then we have constructed a Riemannian manifold
G/K. To make it symmetric we need to be able to find an involution σ on G such
that Dσ = L. If G and K are chosen so that G/K is simply connected, then σ can
be constructed from L. There is a long exact sequence that shows when G/K is
simply connected. Assuming that G/K is connected it looks like

π1 (K) → π1 (G) → π1 (G/K) → π0 (K) → π0 (G) → 1,

where π0 denotes the set of connected components. As K and G are Lie groups
these spaces are in fact groups. From this sequence we see that G/K is simply
connected if π0 (K) → π0 (G) is an isomorphism and π1 (K) → π1 (G) is surjective.

Note that the algebraic approach might not immediately give us the isometry
group of the symmetric space. For Euclidean space we can, aside from the standard
way using g = iso, also simply use g = Rn and let the involution be multiplication
by −1 on all of g. For S3 = O (4) /O (3) , we see that the algebraic approach might
give us the description S3 = Spin (4) /Spin (3) .

It is important to realize that a Lie algebra g, in itself, does not give rise to
a symmetric space. The involution is really an integral part of the construction
and does not necessarily exist on a given Lie algebra. The map −id can, for
instance, not be used, as it does not preserve the bracket. Rather, it is an anti-
automorphism. This is particularly interesting if g comes from a Lie group G with
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bi-invariant metric. There the involution Ae : G → G, which shows that G is
symmetric, is the anti-automorphism: g → g−1, whose differential at e is −id. In
fact, the algebraic description of G as a symmetric space comes from using g × g
with L (X,Y ) = (Y,X) . This will be investigated in the next section.

1.4. Curvature Description of Symmetric Spaces. Given the algebraic
nature of symmetric spaces, there must, of course, be a purely algebraic way of
computing the curvatures. This is the content of our next lemma. Note that the
formula is similar, but identical, to the one that was developed for bi-invariant
metrics in chapter 3.

Lemma 32. On a symmetric space we have that if X,Y, Z ∈ tp, then

R (X,Y ) Z = [Z, [X,Y ]]

at p.

Proof. By assumption, we suppose that the Killing fields are globally defined
and satisfy ∇X = ∇Y = ∇Z = 0 at p. The right-hand side does lie in TpM rather
than isop, so we are on the right track. The proof follows from the fact, proved
below, that if K is a Killing field on a Riemannian manifold, then

∇2
X,Y K = −R (K,X) Y.

Using this, ∇X = ∇Y = ∇Z = 0 at p, and Bianchi’s first identity we have

R (X,Y ) Z = R (X,Z) Y −R (Y,Z) X

= −∇Z∇Y X +∇Z∇XY

= ∇Z [X,Y ]
= [Z, [X,Y ]] ,

which is what we wanted to prove. �

Lemma 33. If K is a Killing field on a Riemannian manifold (M, g) , then

∇2
X,Y K = −R (K,X) Y.

Proof. The fact that K is a Killing field is used in the sense that Y → ∇2
X,Y K

is skew-adjoint. This follows from skew-symmetric of Y → ∇Y K in the following
way

g
(∇2

X,Y K,Y
)

= g (∇X∇Y K,Y )− g (∇∇XY K,Y )

= g (∇X∇Y K,Y ) + g (∇Y K,∇XY )
= DXg (∇Y K,Y )
= 0.
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For any vector field Z we can now compute

g
(∇2

X,Y K,Z
)

= −g
(∇2

X,ZK,Y
)

= −g
(∇2

Z,XK,Y
)− g (R (X,Z) K,Y )

= g
(∇2

Z,Y K,X
)− g (R (X,Z) K,Y )

= g
(∇2

Y,ZK,X
)

+ g (R (Z, Y ) K,X)− g (R (X,Z) K,Y )

= −g
(∇2

Y,XK,Z
)

+ g (R (Z, Y )K,X)− g (R (X,Z) K,Y )

= −g
(∇2

X,Y K,Z
)− g (R (Y,X) K,Z)

+g (R (Z, Y ) K,X)− g (R (X,Z) K,Y ) .

Thus,

2g
(∇2

X,Y K,Z
)

= −g (R (Y,X) K,Z) + g (R (Z, Y ) K,X)− g (R (X,Z) K,Y ) .

Bianchi’s first identity, together with the other symmetry properties of the curvature
tensor, now tell us that

g (R (Z, Y ) K,X)− g (R (X,Z) K,Y )− g (R (Y,X) K,Z)
= −g (R (K,X) Y,Z) + g (R (Y,K) X,Z) + g (R (X,Y ) K,Z)
= −2g (R (K,X) Y,Z) .

Hence
2g

(∇2
X,Y K,Z

)
= −2g (R (K,X) Y,Z) ,

which yields the desired property. �

Note that the curvatures now contain all the information about the Lie algebra
structure that is needed for defining the brackets of vectors in tp. More specifically

[tp, tp] = span {R (X,Y )}
= rp ⊂ so (TpM) .

This can be used to give a more efficient description of a symmetric space than the
one using Iso. This description is called the curvature description. Suppose (M, g)
is a symmetric space and p ∈ M. Let rp ⊂ so (TpM) be the Lie algebra generated by
the skew-symmetric endomorphisms R (x, y) : TpM → TpM. Then we get a bracket
operation on cp = TpM ⊕ rp by defining

[x, y] = R (x, y) ∈ rp for x, y ∈ TpM,

− [r, x] = [x, r] = r (x) ∈ TpM for x ∈ TpM and r ∈ rp,

[r, s] = − (r ◦ s− s ◦ r) ∈ rp for r, s ∈ rp.

Using Bianchi’s first identity for the curvature tensor, one can show that the Jacobi
identity holds. Thus, this bracket operation defines a Lie algebra. Also, the linear
involution L, which is the identity on rp and multiplication by −1 on TpM, is a Lie
algebra automorphism. Since this construction works on any manifold, we still have
to worry about why it reconstructs the symmetric space we started with. However,
we saw that R (x, y) = [x, y] ∈ isop on a symmetric space. From this it follows that
(cp, rp) ⊂ (iso, isop) , iso ∩ cp= rp, and that L is merely the restriction of Dσ onto
cp. It is then easy to see that this new description gives a possibly different way
of representing the symmetric space. Below we shall use a holonomy argument to
show directly that R (x, y) ∈ isop on a symmetric space.
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Note also that given any Lie algebra description (g, L) for a symmetric space,
we can use this description to compute the curvature tensor.

2. Examples of Symmetric Spaces

We shall here try to explain how some of the above constructions work in
the concrete case of the Grassmann manifold and its hyperbolic counterpart. We
shall also look at complex Grassmannians, but there we restrict attention to the
complex projective space. After these examples we give a formula for the curvature
tensor on a compact Lie group with bi-invariant metric. Finally, we briefly discuss
the symmetric space structure of Sl (n) /SO (n) . The moral of all of these examples
and the above Lie algebra descriptions is that one can compute the curvature tensor
algebraically without knowing the connection. Based on some general features of
these examples, we shall see in the next section that the simplest symmetric spaces
have either nonnegative or nonpositive curvature operator.

2.1. The Compact Grassmannian. First consider the Grassmannian of
oriented k-planes in Rk+l, denoted by M = G̃k

(
Rk+l

)
. Thus, each element in

M is a k-dimensional subspace of Rk+l together with an orientation. In partic-
ular, G̃1

(
Rn+1

)
= Sn. We shall assume that we have the orthogonal splitting

Rk+l = Rk ⊕ Rl, where the distinguished element p = Rk takes up the first k
coordinates in Rk+l and is endowed with its natural positive orientation.

Let us first identify M as a homogeneous space. Observe that O (k + l) acts on
Rk+l. As such, it maps k-dimensional subspaces to k-dimensional subspaces, and
does something uncertain to the orientations of these subspaces. We therefore get
that O (k + l) acts transitively on M. This is, however, not the isometry group as
the matrix −I ∈ SO (k + l) acts trivially if k and l are even.

The isotropy group consists of those elements that keep Rk fixed as well as
preserving the orientation. Clearly, the correct isotropy group is then SO (k) ×
O (l) ⊂ O (k + l) .

The tangent space at p = Rk is naturally identified with the space of k × l
matrices Matk×l, or equivalently, with Rk ⊗ Rl. To see this, just observe that any
k-dimensional subspace of Rk+l can be represented as a linear graph over Rk with
values in the orthogonal complement Rl. The isotropy action of SO (k) × O (l) on
Matk×l now acts as follows:

SO (k)×O (l)×Matk×l → Matk×l,

(A,B,X) → AXB−1 = AXBt.

If we define X to be the matrix that is 1 in the (1, 1) entry and otherwise zero, then
AXBt = A1

(
B1

)t
, where A1 is the first column of A and B1 is the first column of

B. Thus, the orbit of X, under the isotropy action, generates a basis for Matk×l

but does not cover all of the space. This is an example of an irreducible action on
Euclidean space that is not transitive on the unit sphere. The representation, when
seen as acting on Rk ⊗ Rl, is denoted by SO (k)⊗O (l) .

To see that M is a symmetric space, we have to show that the isotropy group
contains the required involution. On the tangent space TpM = Matk×l it is sup-
posed to act by multiplication by −1. Thus, we have to find (A,B) ∈ SO (k)×O (l)
such that for all X,

AXBt = −X.
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Clearly, we can just set

A = Ik,

B = −Il.

Depending on k and l, other choices are possible, but they will act in the same way.
We have now exhibited M as a symmetric space, although we didn’t use the

isometry group of the space. Instead, we used a finite covering of the isometry
group and then had some extra elements that acted trivially.

Let us now give the Lie algebra description and compute the curvature tensor.
Since we actually found the isometry group modulo a finite covering, we see that

iso = so (k + l) ,

isop = so (k)× so (l) .

We shall use the block decomposition of matrices in so (k + l):

X =
(

X1 B
−Bt X2

)
,

X1 ∈ so (k) , X2 ∈ so (l) , B ∈ Matk×l.

If we set

tp =
{(

0 B
−Bt 0

)
: B ∈ Matk×l

}
,

then we have an orthogonal decomposition:

so (k + l) = tp ⊕ so (k)⊕ so (l) ,

where we can identify tp = TpM. The inner product on tp is the standard Euclidean
metric defined by〈(

0 A
−At 0

)
,

(
0 B
−Bt 0

)〉
= tr

((
0 A
−At 0

)(
0 B
−Bt 0

)t
)

= tr
((

0 A
−At 0

)(
0 −B
Bt 0

))
= tr

(
ABt 0

0 AtB

)
= tr

(
ABt

)
+ tr

(
AtB

)
= 2tr

(
ABt

)
.

Thus, it is twice the usual Euclidean metric on Rk·l that we used above. But that,
of course, does not change matters much.

We now have to compute Lie brackets of elements in tp and then see how
so (k) ⊕ so (l) acts on tp in order to find the curvature tensor. For A,B ∈ tp we
have

[A,B] =
(

0 A
−At 0

)(
0 B
−Bt 0

)
−

(
0 B
−Bt 0

)(
0 A
−At 0

)
=

( −ABt 0
0 −AtB

)
−

( −BAt 0
0 −BtA

)
=

(
BAt −ABt 0

0 BtA−AtB

)
∈ so (k)⊕ so (l) .
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Observe that there is a basis for so (k) ⊕ so (l) that can be written in this way, so
there will be no difference between the curvature and isometry descriptions. Now
take C ∈ tp and compute

R (A,B) C = [C, [A,B]]

=
[(

0 C
−Ct 0

)
,

(
BAt −ABt 0

0 BtA−AtB

)]

=

⎛⎜⎜⎝ 0
C (BtA−AtB)
− (BAt −ABt) C

− (AtB −BtA) Ct

+Ct (ABt −BAt) 0

⎞⎟⎟⎠ .

This does not seem very illuminating, so let us find the sectional curvatures by
considering the directional curvature transformation

R (A,B) B =
(

0 BBtA− 2BAtB + ABtB
−AtBBt + 2BtABt −BtBAt 0

)
.

We now have to take the inner product with A giving us

〈R (A,B) B,A〉 = tr
(
BBtAAt − 2BAtBAt + ABtBAt

)
+tr

(
AtBBtA− 2BtABtA + BtBAtA

)
= tr

(
BBtAAt

)− 2tr
(
BAtBAt

)
+ tr

(
ABtBAt

)
+tr

(
AtBBtA

)− 2tr
(
BtABtA

)
+ tr

(
BtBAtA

)
= tr

(
BAtABt

)− 2tr
(
BAtBAt

)
+ tr

(
ABtBAt

)
+tr

(
AtBBtA

)
+ tr

(
BtAAtB

)− 2tr
(
BtABtA

)
= 〈BAt, BAt〉 − 2〈BAt, ABt〉+ 〈ABt, ABt〉

+〈AtB,AtB〉 − 2〈AtB,BtA〉+ 〈BtA,BtA〉
=

∣∣BAt −ABt
∣∣2 +

∣∣AtB −BtA
∣∣2 ≥ 0.

Here we recklessly used Euclidean norms for matrices in various different spaces.
The conclusion is that the sectional curvatures are all ≥ 0.

When k = 1 or l = 1, it is easy to see that one gets a metric of constant positive
curvature. Otherwise, the metric will have some zero sectional curvatures.

2.2. The Hyperbolic Grassmannian. Let us now turn to the hyperbolic
analogue. In the Euclidean space Rk,l we use, instead of the positive definite inner
product vt · w, the quadratic form:

vtIk,lw = vt

( −Ik 0
0 Il

)
w

= −
k∑

i=1

viwi +
k+l∑

i=k+1

viwi.

The group of linear transformations that preserve this form is denoted by O (k, l) .
These transformations are defined by the relation

X · Ik,l ·Xt = Ik,l.
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Note that if k, l > 0, then O (k, l) is not compact. But it clearly contains the
(maximal) compact subgroup O (k)×O (l) .

The Lie algebra so (k, l) of O (k, l) consists of the matrices satisfying

Y · Ik,l + Ik,l · Y t = 0.

If we use the same block decomposition for Y as we did for Ik,l above, then we have
that it looks like

Y =
(

A B
Bt C

)
,

A ∈ so (k) ,

C ∈ so (l) .

B ∈ Matk×l

We now consider only those (oriented) k-dimensional subspaces of Rk,l on which
this quadratic form generates a positive definite inner product. This space is the
hyperbolic Grassmannian M = G̃k

(
Rk,l

)
. Our selected point is as before p = Rk.

One can easily see that topologically: G̃k

(
Rk,l

)
is an open subset of G̃k

(
Rk+l

)
. The

metric on this space is another story, however. Clearly, O (k, l) acts transitively on
M, and those elements that fix p are of the form SO (k)×O (l) . One can, as before,
find the desired involution, and thus exhibit M as a symmetric space. Again some
of these elements act trivially, but at the Lie algebra level this makes no difference.
Thus, we have

iso = so (k, l) ,

isop = so (k)× so (l) ,

tp =
{(

0 A
At 0

)
: A ∈ Matk×l

}
.

On tp we use the Euclidean metric

〈(
0 A
At 0

)
,

(
0 B
Bt 0

)〉
= tr

((
0 A
At 0

)
·
(

0 B
Bt 0

)t
)

= tr
((

0 A
At 0

)
·
(

0 B
Bt 0

))
= tr

(
ABt 0

0 AtB

)
= tr

(
ABt

)
+ tr

(
AtB

)
= 2tr

(
ABt

)
.

So while tp looks different, we seem to use the same metric.
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On tp we have the Lie bracket[(
0 A
At 0

)
,

(
0 B
Bt 0

)]
=

(
0 A
At 0

)(
0 B
Bt 0

)
−

(
0 B
Bt 0

)(
0 A
At 0

)
=

(
ABt 0

0 AtB

)
−

(
BAt 0

0 BtA

)
=

(
ABt −BAt 0

0 AtB −BtA

)
∈ so (k)⊕ so (l) .

This is the negative of what we had before. We can now compute the curvature
tensor:

R (A,B) C = [C, [A,B]]

=
[(

0 C
Ct 0

)
,

(
ABt −BAt 0

0 AtB −BtA

)]

=

⎛⎜⎜⎝ 0
C (AtB −BtA)
− (ABt −BAt) C

Ct (ABt −BAt)
− (AtB −BtA) Ct 0

⎞⎟⎟⎠ .

If we let C = B and compute the sectional curvature as before, we arrive at

〈R (A,B) B,A〉

= tr

⎛⎜⎜⎝
⎛⎜⎜⎝ 0

2BAtB
−BBtA−ABtB

2BtABt

−BtBAt −AtBBt 0

⎞⎟⎟⎠ ·
(

0 A
At 0

)⎞⎟⎟⎠

= tr

⎛⎜⎜⎝
2BAtBAt

−BBtAAt −ABtBAt 0

0
2BtABtA

−BtBAtA−AtBBtA

⎞⎟⎟⎠ .

This is exactly the negative of the expression we got in the compact case. Hence,
the hyperbolic Grassmannians have nonpositive curvature. When k = 1, we have
reconstructed the hyperbolic space together with its isometry group.

2.3. Complex Projective Space Revisited. We shall view complex pro-
jective space as a complex Grassmannian. Namely, let M = CPn = G1

(
Cn+1

)
,

i.e., the complex lines in Cn+1. More generally we can consider Gk

(
Ck+l

)
and of

course the hyperbolic counterparts Gk

(
Ck,l

)
, but we leave this to the reader.

The group U (n + 1) ⊂ SO (2n + 2) consists of those orthogonal transforma-
tions that also preserve the complex structure. If we use complex coordinates, then
the Hermitian metric on Cn+1 can be written as

z∗w =
∑

z̄iwi,

where as usual, A∗ = Āt is the conjugate transpose. Thus, the elements of U (n + 1)
satisfy

A−1 = A∗.
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As with the Grassmannian, U (n + 1) acts on M, but this time, all of the transfor-
mations of the form aI, where aā = 1, act trivially. Thus, we restrict attention to
SU (n + 1) , which still acts transitively, but now with a finite kernel consisting of
those aI such that an+1 = 1.

If we let p = C be the first coordinate axis, then the isotropy group is given by
S (U (1)× U (n)) , i.e., the matrices in U (1) × U (n) of determinant 1. This group
is naturally isomorphic to U (n) via the map

A →
(

detA−1 0
0 A

)
.

The involution that makes M symmetric is then given by(
(−1)n 0

0 −In

)
.

Let us now pass to the Lie algebra level in order to compute the curvature tensor.
From above, we have

iso = su (n + 1) = {A : A = −A∗, trA = 0} ,

isop = u (n) = {B : B = −B∗} .

The inclusion looks like

B →
( −trB 0

0 B

)
.

Thus we should write elements of su (n + 1) in the form( −trB −z∗

z B

)
,

and then identify

tp =
{(

0 −z∗

z 0

)
: z ∈ Cn

}
and use the inner product〈(

0 −z∗

z 0

)
,

(
0 −w∗

w 0

)〉
=

1
2
tr

((
0 −z∗

z 0

)
·
(

0 −w∗

w 0

)∗)
=

1
2
tr

(
0 −z∗

z 0

)
·
(

0 w∗

−w 0

)
=

1
2
tr

(
z∗w 0
0 zw∗

)
=

1
2

(z∗w + tr (zw∗))

=
1
2

(z∗w + w∗z)

= Re 〈z, w〉 .
Here 〈z, w〉 is the usual Hermitian inner product on Cn, which is conjugate linear
in the w variable.
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For the curvature tensor we first compute the Lie bracket on tp:[(
0 −z∗

z 0

)
,

(
0 −w∗

w 0

)]
=

(
0 −z∗

z 0

)(
0 −w∗

w 0

)
−

(
0 −w∗

w 0

)(
0 −z∗

z 0

)
=

( −z∗w 0
0 −zw∗

)
−

( −w∗z 0
0 −wz∗

)
=

(
w∗z − z∗w 0

0 wz∗ − zw∗

)
.

Then, we get

R (z, w) w =
[(

0 −w∗

w 0

)
,

(
w∗z − z∗w 0

0 wz∗ − zw∗

)]
=

(
0 −w∗

w 0

)(
w∗z − z∗w 0

0 wz∗ − zw∗

)
−

(
w∗z − z∗w 0

0 wz∗ − zw∗

)(
0 −w∗

w 0

)

=

⎛⎜⎜⎝ 0
w∗ (zw∗ − wz∗)

+ (w∗z − z∗w) w∗

w (w∗z − z∗w)
+ (zw∗ − wz∗) w

0

⎞⎟⎟⎠ .

Now identify tp with Cn and observe that

R (z, w) w = w (w∗z − z∗w) + (zw∗ − wz∗) w.

To compute the sectional curvatures we need to pick an orthonormal basis z, w for a
plane. This means that |z|2 = |w|2 = 1 and Re 〈z, w〉 = 0. The sectional curvature
of the plane spanned by z, w is therefore

sec (z, w) = Re 〈w (w∗z − z∗w) + (zw∗ − wz∗) w, z〉
= Rez∗w (w∗z − z∗w) + Rez∗ (zw∗ − wz∗) w

= |〈w, z〉|2 − 2Re
(
〈w, z〉2

)
+ 1

= 1 + 3 |Im 〈w, z〉|2 .

Thus, if z, w are orthogonal with respect to the Hermitian metric, i.e., 〈z, w〉 = 0,
then sec (z, w) = 1, while if, e.g., w = iz, then we get that the sectional curvature of
a complex line is sec (z, iz) = 4. Since |Im 〈w, z〉| ≤ |z| |w| = 1, all other curvatures
lie between these two values. Thus we have shown that the complex projective
space is quarter pinched. This should be compared to our discussion in chapter 3
where we established a similar formula for the sectional curvature using O’Neill’s
formula.

2.4. Lie Groups with Bi-Invariant Metrics. In a more abstract vein, let us
see how Lie groups with bi-invariant metrics behave when considered as symmetric
spaces. To this end, suppose we have a compact Lie group G with a bi-invariant
metric. As usual, the Lie algebra g of G is identified with TeG and is also the set
of left-invariant vector fields on G. The object is then to find an appropriate Lie
algebra description.
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The claim is that a Lie algebra description is (g⊕ g, L) , where L (X,Y ) =
(Y,X) . Clearly, the diagonal g∆ = {(X,X) : X ∈ g} is the 1-eigenspace, while
the complement g⊥ = {(X,−X) : X ∈ g} is the −1-eigenspace. Thus, we should
identify

k = g∆ ∼= g,

t = g⊥.

We already know that g corresponds to the compact Lie group G, so we are simply
saying that

G = (G×G) /G∆.

On t, the Lie bracket looks like

[(X,−X) , (Y,−Y )] = ([X,Y ] , [−X,−Y ])
= ([X,Y ] , [X,Y ]) ∈ k.

Thus, the curvature tensor can be computed as follows:

R (X,Y ) Z = R ((X,−X) , (Y,−Y )) (Z,−Z)
= [(Z,−Z) , ([X,Y ] , [X,Y ])]
= ([Z, [X,Y ]] ,− [Z, [X,Y ]]) ∈ t.

Hence, we arrive at that the formula

R (X,Y ) Z = [Z, [X,Y ]]

for the curvature tensor on a compact Lie group with bi-invariant metric. This
formula looks exactly like the one for the curvature of a symmetric space, but
it is interpreted differently. Another curious feature is that if one computes the
curvature tensor in the standard way using a bi-invariant metric, then the formula
has a factor 1

4 on it (see chapter 3). The reason for this discrepancy is that left-
or right-invariant vector fields do not lie in t unless they are parallel. Conversely, a
Killing field from t is left- or right-invariant only when it is parallel.

2.5. Sl (n) /SO (n). The manifold is the quotient space of the n× n matrices
with determinant 1 by the orthogonal matrices. The Lie algebra of Sl (n) is

sl (n) = {X ∈ Matn×n : trX = 0} .

This Lie algebra is naturally divided up into symmetric and skew-symmetric ma-
trices

sl (n) = t⊕ so (n) ,

where t consists of the symmetric matrices. On t we can use the usual Euclidean
metric. The involution is obviously given by −id on t and id on so (n) . Holistically,
this is the map

L (X) = −Xt.

Let us now grind out the curvature tensor:

R (X,Y ) Z = [Z, [X,Y ]]
= Z [X,Y ]− [X,Y ] Z
= ZXY − ZY X −XY Z + Y XZ
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This yields

g (R (X,Y ) Z,W ) = tr
(
[Z, [X,Y ]]W t

)
= tr ([Z, [X,Y ]]W )
= tr (Z [X,Y ] W − [X,Y ] ZW )
= tr (WZ [X,Y ]− [X,Y ] ZW )
= tr ([X,Y ] [W,Z])

= −tr
(
[X,Y ] [W,Z]t

)
= −g ([X,Y ] , [W,Z]) .

In particular, the sectional curvatures must be nonpositive.

3. Holonomy

First we discuss holonomy for general manifolds and the de Rham decomposi-
tion theorem. We then use holonomy to give a brief discussion of how symmetric
spaces can be classified according to whether they are compact or not.

3.1. The Holonomy Group. Let (M, g) be a Riemannian n-manifold. If
c : [a, b] → M is a smooth curve, then

P
c(b)
c(a) : Tc(a)M → Tc(b)M

denotes the effect of parallel translating a vector in Tc(a)M along c to Tc(b)M. This
property will in general depend not only on the endpoints of the curve, but also on
the actual curve. We can generalize this to work for piecewise smooth curves by
breaking up the process at the breakpoints in the curve.

Suppose now the curve is a loop, i.e., c (a) = c (b) = p. Then parallel translation
gives an isometry on TpM. The set of all such isometries is called the holonomy
group at p and is denoted by Holp = Holp (M, g) . One can easily see that this
forms a subgroup of O (TpM) = O (n) . Moreover, it is actually a Lie group, which
is often a closed subgroup of O (n) . We also have the restricted holonomy group
Hol0p = Hol0p (M, g) , which is the connected normal subgroup that comes from
using only contractible loops. It can be shown that the restricted holonomy group
is always compact. Here are some elementary properties that are easy to establish:

(a) Holp (Rn) = {1} .
(b) Holp (Sn (r)) = SO (n) .
(c) Holp (Hn) = SO (n) .
(d) Holp (M, g) ⊂ SO (n) iff M is orientable.

(e) Holp
(
M̃, g̃

)
= Hol0p

(
M̃, g̃

)
= Hol0p (M, g) , where M̃ is the universal cov-

ering of M.
(f) Hol(p,q) (M1 ×M2, g1 + g2) = Holp (M1, g1)×Holq (M2, g2) .
(g) Holp (M, g) is conjugate to Holq (M, g) via parallel translation along any

curve from p to q.
(h) A tensor on (M, g) is parallel iff it is invariant under the restricted holonomy

group; e.g., if ω is a 2-form, then ∇ω = 0 iff ω (Pv, Pw) = ω (v, w) for all P ∈
Hol0p (M, g) and v, w ∈ TpM.

We are now ready to study how the Riemannian manifold decomposes according
to the holonomy. Guided by (f) we see that Cartesian products are reflected in a
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product structure at the level of the holonomy. Furthermore, (g) shows that if the
holonomy decomposes at just one point, then it decomposes everywhere.

To make things more precise, let us consider the action of Hol0p on TpM. If E ⊂
TpM is an invariant subspace, i.e., Hol0p (E) ⊂ E, then the orthogonal complement
is also preserved, i.e., Hol0p

(
E⊥) ⊂ E⊥. Thus, TpM decomposes into irreducible

invariant subspaces:
TpM = E1 ⊕ · · · ⊕Ek.

Here, irreducible means that there are no nontrivial invariant subspaces inside Ei.
Since parallel translation around loops at p preserves this decomposition, we see
that parallel translation along any curve from p to q preserves this decomposition.
Thus, we get a global decomposition of the tangent bundle into distributions, each
of which is invariant under parallel translation:

TM = η1 ⊕ · · · ⊕ ηk.

With this we can prove de Rham’s decomposition theorem.

Theorem 56. (de Rham, 1952) If we decompose the tangent bundle of a Rie-
mannian manifold (M, g) into irreducible components according to the holonomy

TM = η1 ⊕ · · · ⊕ ηk,

then around each point p ∈ M there is a neighborhood U that has a product structure
of the form

(U, g) = (U1 × · · · × Uk, g1 + · · ·+ gk) ,

TUi = ηi|Ui
.

Moreover, if (M, g) is simply connected and complete, then there is a global splitting

(M, g) = (M1 × · · · ×Mk, g1 + · · ·+ gk) ,

TMi = ηi.

Proof. Given the decomposition into parallel distributions, we first observe
that each of the distributions must be integrable. Thus, we do get a local split-
ting into submanifolds at the manifold level. To see that the metric splits as well,
just observe that the submanifolds are totally geodesic, as their tangent spaces
are invariant under parallel translation. This gives the local splitting. The global
result is not just a trivial analytic continuation argument. Apparently, one must
understand how simple connectivity forces the maximal integral submanifolds to be
embedded submanifolds. Instead of going that route, let Mi be the maximal inte-
gral submanifolds through some fixed p ∈ M , and define the abstract Riemannian
manifold

(M1 × · · · ×Mk, g1 + · · ·+ gk) .

Locally, (M, g) and
(M1 × · · · ×Mk, g1 + · · ·+ gk)

are isometric to each other. Given that (M, g) is complete and the Mis are totally
geodesic we see that also

(M1 × · · · ×Mk, g1 + · · ·+ gk)

is complete. Therefore, if M is simply connected, we can find an isometric embed-
ding

(M, g) → (M1 × · · · ×Mk, g1 + · · ·+ gk) .
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Completeness insures us that the map is onto and in fact a Riemannian covering
map. We have then shown that M is isometric to the universal covering of

(M1 × · · · ×Mk, g1 + · · ·+ gk) ,

which is the product manifold(
M̃1 × · · · × M̃k, g̃1 + · · ·+ g̃k

)
with the induced pull-back metric. �

Given this decomposition it is reasonable, when studying classification problems
for Riemannian manifolds, to study only those Riemannian manifolds that are
irreducible, i.e., those where the holonomy has no invariant subspaces. Guided by
this we have some nice characterizations of Einstein manifolds.

Theorem 57. If (M, g) is an irreducible Riemannian manifold with parallel
Ricci tensor, then (M, g) is Einstein. In particular, irreducible symmetric spaces
are Einstein.

Proof. The fact that ∇Ric = 0 means that the Ricci tensor is invariant under
parallel translation. Now decompose

TpM = E1 ⊕ · · · ⊕Ek

into the eigenspaces for Ric : TpM → TpM with respect to distinct eigenvalues
λ1 < · · · < λk. As above, we can now parallel translate these eigenspaces to get a
global decomposition

TM = η1 ⊕ · · · ⊕ ηk

into parallel distributions, with the property that

Ric|ηi
= λi · I

But then the decomposition theorem tells us that (M, g) is reducible unless there
is only one eigenvalue. �

3.2. Rough Classification of Symmetric Spaces. Guided by our examples
and the results on holonomy, we can now try to classify irreducible symmetric
spaces. They seem to come in three groups.

Compact Type: If the Einstein constant is positive, then it follows from
Myers’ diameter bound (chapter 6) that the space is compact. In this case one can
show that the curvature operator is nonnegative.

Flat Type: If the space is Ricci flat, then it follows that it must be flat. In
case the space is compact, this is immediate from Bochner’s theorem, while if the
space is noncompact and complete a little more work is needed. Thus, the only
Ricci flat irreducible examples are S1 and R1.

Noncompact Type: If the Einstein constant is negative, then it follows from
Bochner’s theorem on Killing fields that the space is noncompact. In this case, one
can show that the curvature operator is nonpositive.

We won’t give a complete list of all irreducible symmetric spaces, but one inter-
esting feature is that they come in compact/noncompact dual pairs, as described
in the above lists. Also, there is a further subdivision. Among the compact types
there are Lie groups with bi-invariant metrics and then all the others. Similarly,
in the noncompact regime there are the duals to the bi-invariant metrics and then
the rest. This gives us the following division:
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Type I: Compact irreducible symmetric spaces of the form G/K where G is a
compact simple real Lie group and K a maximal compact subgroup, e.g.,

SO (k + l) / (SO (k)× SO (l)) .

Type II: Compact irreducible symmetric spaces G, where G is a compact
simple real Lie group with a bi-invariant metric, e.g.,

SO (n) .

Type III: Non-compact symmetric spaces G/K, where G is a noncompact
simple real Lie group and K a maximal compact subgroup, e.g.,

SO (k, l) / (SO (k)× SO (l)) or Sl (n) /SO (n) .

Type IV: Noncompact symmetric spaces G/K, where K is a compact simple
real Lie group and G its complexification, e.g.,

SO (n, C) /SO (n) .

The algebraic difference between compact and noncompact can be seen by
looking at the examples above. There we saw that in the compact case t consists
of skew-symmetric matrices, while in the noncompact case t consists of symmetric
matrices. Thus, the metric looks like

g (X,Y ) = ∓tr (XY ) ,

where the minus is for the compact case and the plus for the noncompact case. It is
this difference that ultimately gave us the different sign for the curvatures. Before
getting to the curvature we see that for X,Y ∈ t and K ∈ k,

g ([X,K] , Y ) = ∓tr ((XK −KX) Y )
= ∓ (trXKY − trKXY )
= ∓ (trKY X − trKXY )
= ±tr (K (XY − Y X))
= ±tr (K [X,Y ])
= ∓〈K, [X,Y ]〉 ,

where for elements of k we use that they are always skew-symmetric, and therefore
their inner product is given by

〈K1,K2〉 = −tr (K1K2) .

Using this, one can see that

g (R (X,Y ) Z,W ) = g ([Z, [X,Y ]] ,W )
= ∓〈[X,Y ] , [Z,W ]〉 .

With this information we can compute the diagonal terms for the curvature operator

g
(
R

(∑
Xi ∧ Yi

)
,
(∑

Xi ∧ Yi

))
=

∑
g (R (Xi, Yi) Yj , Xj)

= ∓
∑

〈[Xi, Yi] , [Yj , Xj ]〉

= ±
∣∣∣∑ [Xi, Yi]

∣∣∣2
and conclude that it is either nonnegative or nonpositive according to type. This
seems to have been noticed for the first time in the literature in [42]. It also means
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w

P(z)
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v

Figure 8.1

that Tachibana’s result from the last chapter is not vacuous. In fact, it gives a
characterization of symmetric spaces of compact type.

Note that since compact type symmetric spaces have nonnegative curvature
operator, it becomes relatively easy to compute their cohomology. The Bochner
technique tells us that all harmonic forms are parallel. Now, a parallel form is
necessarily invariant under the holonomy. Thus, we are left with a classical invari-
ance problem. Namely, determine all forms on a Euclidean space that are invariant
under a given group action on the space. It is particularly important to know the
cohomology of the real and complex Grassmannians, as one can use that informa-
tion to define Pontryagin and Chern classes for vector bundles. We refer the reader
to [87, vol. 5] and [69] for more on this.

4. Curvature and Holonomy

To get a better understanding of holonomy and how it relates to symmetric
spaces, we need to figure out how it can be computed from the curvature tensor.

We denote the Lie algebra of Hol0p ⊂ SO (n) by holp ⊂ so (n) . This Lie algebra is
therefore an algebra of skew-symmetric transformations on TpM. We have on TpM
several other skew-symmetric transformations. Namely, for each pair of vectors
v, w ∈ TpM there is the curvature tensor R (v, w) : TpM → TpM that maps x to
R (v, w) x. We can show that this transformation lies in holp. To see this select a
coordinate system xi so that ∂1|p = v and ∂2|p = w. For each t > 0 consider the
loop ct at p which in the x1, x2 coordinates corresponds to the square with side
lengths

√
t, i.e., it is obtained by first following the flow of ∂1 for time

√
t, then

the flow of ∂2 for time
√

t, then the flow of −∂1 for time
√

t, and finally the flow
of −∂2 for time

√
t. Now let Pt be parallel translation along this loop (see Figure

8.1). Using our variational characterization of the curvature tensor from chapter 6
one can prove Cartan’s characterization of the curvature:

R (v, w) = lim
t→0

Pt − I

t
.

To completely determine holp, it is of course necessary to look at all contractible
loops, not just the short ones. However, each contractible loop can be decomposed
into lassos, that is, loops that consist of a curve emanating from p and ending at
some q, and then at q we have a very small loop (see Figure 8.2). Thus, any element
of holp is the composition of elements of the form

P−1 ◦R (P (v) , P (w)) ◦ P : TpM → TpM,
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p

Figure 8.2

where P : TpM → TqM denotes parallel translation along some curve from p to
q. This characterization of holonomy was first proved by Ambrose and Singer, the
proof we have indicated is due to Nijenhuis. For the complete proofs the reader is
referred to [11].

It is therefore possible, in principle, to compute holonomy from knowledge of
the curvature tensor at all points. In reality this is not so useful, but for locally
symmetric spaces we know that the curvature tensor is invariant under parallel
translation, so we have

Theorem 58. For a locally symmetric space the holonomy Lie algebra holp is
generated by curvature transformations R (v, w) , where v, w ∈ TpM, i.e., rp = holp.
Moreover, holp ⊂ isop.

Proof. We have already indicated the first part. For the second we could
use our curvature description of the symmetric space. Instead, we give a more
geometric proof, which also establishes that R (x, y) ∈ isop as a by-product.

Observe that not only do isometries map geodesics to geodesics, but also parallel
fields to parallel fields. Therefore, if we have a geodesic γ : [0, 1] → M and a parallel
field E along γ, then we could apply the involution Aγ( 1

2 ) to E (this involution exists
if the geodesic is sufficiently short.) This involution reverses γ and at the same time
changes the sign of E. Thus we have DAγ( 1

2 ) (E (0)) = −E (1) , or in other words
(see also Figure 8.3)

P
γ(1)
γ(0) = −DAγ( 1

2 )

Now use that any curve can be approximated by a broken geodesic to conclude
that parallel translation along any curve can be approximated by a successive com-
position of differentials of isometries. For a loop that is also a broken geodesic, we
see that the composition of these isometries must belong to Isop. Hence, we have
shown the stronger statement that

Holp ⊂ Isop

In Figure 8.4 we have sketched how one can parallel translate along a broken
geodesic from p to q in a symmetric space. This finishes the proof. �
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Figure 8.3
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Armed with this information, it is possible for us to determine the holonomy
of irreducible symmetric spaces.

Corollary 24. For an irreducible symmetric space

holp = isop.

Proof. We know that holp ⊂ isop and that isop acts effectively on TpM. By
assumption we have that holp acts irreducibly on TpM. It is then a question of
using that an irreducible symmetric space has a unique Lie algebra description to
finish this proof. Proving this uniqueness result is a little beyond what we wish to
do here. �

Note that irreducibility is important for this theorem since Euclidean space
has trivial holonomy. Also, Isop might contain orientation-reversing elements, so
we cannot show equality at the Lie group level.

We shall now mention, without any indication of proof whatsoever, the clas-
sification of connected irreducible holonomy groups. Berger classified all possible
holonomies. Simons also deserves to be mentioned as he gave a direct proof of the
fact that spaces with non-transitive holonomy must be locally symmetric, i.e., he
did not use Berger’s classification of holonomy groups.

Theorem 59. (Berger, 1955 and Simons, 1962) Let (M, g) be a simply con-
nected irreducible Riemannian n-manifold. The holonomy Holp either acts tran-
sitively on the unit sphere in TpM or (M, g) is a symmetric space of rank ≥ 2.
Moreover, in the first case the holonomy is one of the following groups:
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dim = n Holp Properties
n SO (n) Generic case
n = 2m U (m) Kähler metric
n = 2m SU (m) Kähler metric and Ric = 0
n = 4m Sp (1) · Sp (m) Quaternionic-Kähler and Einstein
n = 4m Sp (m) Hyper-Kähler and Ric = 0
n = 16 Spin (9) Symmetric and Einstein
n = 8 Spin (7) Ric = 0
n = 7 G2 Ric = 0

It is curious that all but the two largest irreducible holonomy groups, SO (n)
and U (m) , force the metric to be Einstein and in some cases even Ricci flat.
Looking at the relationship between curvature and holonomy, it is clear that having
small holonomy forces the curvature tensor to have some special properties. One
can, using a case-by-case check, see that various traces of the curvature tensor
must be zero, thus forcing the metric to be either Einstein or Ricci flat (see [11]
for details.) Note that Kähler metrics do not have to be Einstein (see the exercises
to chapter 3), and quaternionic Kähler manifolds are not necessarily Kähler, as
Sp (1) ·Sp (m) is not contained in U (2m) . Using a little bit of the theory of Kähler
manifolds, it is not hard to see that metrics with holonomy SU (n) are Ricci flat.
Since Sp (m) ⊂ SU (2m) , we then get that also hyper-Kähler manifolds are Ricci
flat. One can see that the last two holonomies occur only for Ricci flat manifolds.
In particular, they never occur as the holonomy of a symmetric space. With the
exception of the four types of Ricci flat holonomies all other holonomies occur for
symmetric spaces. This follows from the above classification and the fact that
the rank one symmetric spaces have holonomy SO (n) , U (m) , Sp (1) · Sp (m) , or
Spin (9) .

This leads to another profound question. Are there compact simply connected
Ricci flat spaces with holonomy SU (m) , Sp (m) , G2, or Spin (7)? The answer is
yes. But it is a highly nontrivial yes. Yau got the Fields medal, in part, for establish-
ing the SU (m) case. Actually, he solved the Calabi conjecture, and the holonomy
question was a by-product (see, e.g., [11] for more information on the Calabi con-
jecture). Note that we have the Eguchi-Hanson metric which is a complete Ricci
flat Kähler metric and therefore has SU (2) as holonomy group. Recently, D. Joyce
solved the cases of Spin (7) and G2 by methods similar to those employed by Yau.
An even more intriguing question is whether there are compact simply connected
manifolds that are Ricci flat but have SO (n) as a holonomy group. Note that the
Schwarzschild metric is complete, Ricci flat and has SO (4) as holonomy group. For
more in-depth information on these issues we refer the reader to [11].

A general remark about how special (�= SO (n)) holonomies occur: It seems
that they are all related to the existence of parallel forms. In the Kähler case, for
example, the Kähler form is a parallel nondegenerate 2-form. Correspondingly, one
has a parallel 4-form for quaternionic-Kähler manifolds and a parallel 8-form for
Cayley-Kähler manifolds (which are all known to be locally symmetric). This is
studied in more detail in the proof of the classification of manifolds with nonnegative
curvature operator below. For the last two exceptional holonomies there are also
some special 4-forms that do the job.

From the classification of holonomy groups we immediately get an interesting
corollary.
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Corollary 25. If a Riemannian manifold has the property that the holonomy
doesn’t act transitively on the unit sphere, then it is either reducible or a locally
symmetric space of rank ≥ 2. In particular, the rank must be ≥ 2.

It is unclear to what extent the converse fails for general manifolds. For non-
positive curvature, however, there is the famous higher-rank rigidity result proved
independently by W. Ballmann and K. Burns-R. Spatzier (see [6] and [17]).

Theorem 60. A compact Riemannian manifold of non-positive curvature of
rank ≥ 2 does not have transitive holonomy. In particular, it must be either re-
ducible or locally symmetric.

It is worthwhile mentioning that in [8] it was shown that the rank of a com-
pact non-positively curved manifold can be computed from the fundamental group.
Thus, a good deal of geometric information is automatically encoded into the topol-
ogy. The rank rigidity theorem is proved by dynamical systems methods. The idea
is to look at the geodesic flow on the unit sphere bundle, i.e., the flow that takes
a unit vector and moves it time t along the unit speed geodesic in the direction of
the unit vector. This flow has particularly nice properties on non-positively curved
manifolds, which we won’t go into. The idea is to use the flat parallel fields to show
that the holonomy can’t be transitive. The Berger-Simons result then shows that
the manifold has to be locally symmetric if it is irreducible. Nice as this method
of proof is, it would also be very pleasing to have a proof that goes more along
the lines of the Bochner technique. In nonpositive curvature this method is a bit
different. It usually centers on studying harmonic maps into the space rather than
harmonic forms on the space (for more on this see [97]).

In nonnegative curvature, on the other hand, it is possible to find irreducible
spaces that are not symmetric and have rank ≥ 2. On S2 × S2 we have a product
metric that is reducible and has rank 3. But if we take another metric on this space
that comes as a quotient of S2 × S3 by an action of S1 (acting by rotations on the
first factor and the Hopf action on the second), then we get a metric which has
rank 2. The only way in which a rank 2 metric can split off a de Rham factor is
if it splits off something 1-dimensional, but that is topologically impossible in this
case. So in conclusion, the holonomy must be transitive and irreducible.

By assuming the stronger condition that the curvature operator is nonnegative,
one can almost classify all such manifolds. This was first done in [42] and in more
generality in Chen’s article in [45]. This classification allows us to conclude that
higher rank gives rigidity. The theorem and proof are a nice synthesis of everything
we have learned in this and the previous chapter. In particular, the proof uses the
Bochner technique in the two most non-trivial cases we have covered: for forms and
the curvature tensor.

Theorem 61. (S. Gallot and D. Meyer, 1975) If (M, g) is a compact Riemann-
ian n-manifold with nonnegative curvature operator, then one of the following cases
must occur:

(a) (M, g) has rank > 1 and is either reducible or locally symmetric.
(b) Hol0 (M, g) = SO (n) and the universal covering is homeomorphic to a

sphere.
(c) Hol0 (M, g) = U

(
n
2

)
and the universal covering is biholomorphic to CP

n
2 .

(d) Hol0 (M, g) = Sp (1) Sp
(

n
4

)
and the universal covering is up to scaling

isometric to HP
n
4 .
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(e) Hol0 (M, g) = Spin (9) and the universal covering is up to scaling isometric
to OP 2.

Proof. First we use a result from chapter (The splitting theorem) which shows
that a finite covering of M is isometric to a product N × Tn. So if we assume that
(M, g) is irreducible, then the fundamental group is finite. Therefore, we can assume
that we work with a simply connected manifold M. Now we observe, that either all
of the homology groups Hp (M, R) = 0 for p = 1, . . . , n− 1, in which case the space
is a homology sphere, or some homology group Hp (M, R) �= 0 for some p �= 0, n.
In the latter case, we then have a harmonic p-form by the Hodge theorem. The
Bochner technique now tells us that this form must be parallel, since the curvature
operator is nonnegative.

The proof is now based on the following observation: A Riemannian n-manifold
with holonomy SO (n) cannot admit any nontrivial parallel p-forms for 0 < p < n.
Note that the volume form is always parallel, so it is clearly necessary to use the
condition p �= 0, n. We are also allowed to assume that p ≤ n

2 , since the Hodge star
∗ω of ω is parallel iff ω is parallel. The observation is proved by contradiction, so
suppose that ω is a parallel p-form, where 0 < p < n.

First suppose p = 1. Then the dual of the 1-form is a parallel vector field. This
means that the manifold splits locally. In particular, it must be reducible and have
special holonomy.

More generally, when p ≤ n − 2 is odd, we can for v1, . . . , vp ∈ TpM find an
element of P ∈ SO (n) such that P (vi) = −vi. Therefore, if the holonomy is SO (n)
and ω is invariant under parallel translation, we must have,

ω (v1, . . . , vp) = ω (Pv1, . . . , Pvp)
= ω (−v1, . . . ,−vp)
= −ω (v1, . . . , vp) .

This shows that ω = 0. In case n is odd, we can then conclude using the Hodge
star operator that no parallel forms exist when the holonomy is SO (n) .

We can then assume that we have an even dimensional manifold and that ω is
a parallel p-form with p ≤ n

2 even. We claim again that if the holonomy is SO (n) ,
then ω = 0. First select vectors v1, . . . , vp ∈ TpM, then find orthonormal vectors
e1, . . . , ep ∈ TpM such that

span {v1, . . . , vp} = span {e1, . . . , ep} .

Then we know that ω (e1, . . . , ep) is zero iff ω (v1, . . . , vp) is zero. Now use that
p ≤ n

2 to find P ∈ SO (n) such that

P (e1) = e2,

P (e2) = e1,

P (ei) = ei for i = 3, . . . , p.

Using invariance of ω under P then yields

ω (e1, . . . , ep) = ω (Pe1, . . . , P ep)
= ω (e2, e1, e3, . . . , ep)
= −ω (e1, . . . , ep) .
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In summary, we have shown that any Riemannian manifold with nonnegative
curvature operator has holonomy SO (n) only if all homology groups vanish. Sup-
posing that the manifold is irreducible and has transitive holonomy, we can then
use the above classification to see what holonomy groups are potentially allowed.
The Ricci flat cases are, however, not allowed, as the nonnegative curvature would
then make the manifold flat. Thus, we have only the three possibilities U

(
n
2

)
,

Sp (1) Sp
(

n
4

)
, or Spin (9) . In the latter two cases one can show from holonomy

considerations that the manifold must be Einstein. Thus, Tachibana’s result from
chapter 7 shows that the metric is locally symmetric. From the classification of
symmetric spaces it then follows that the space is isometric to either HP

n
4 or OP 2.

This leaves us with the Kähler case. In this situation we can show that the co-
homology ring must be the same as that of CP

n
2 , i.e., there is a homology class

ω ∈ H2 (M, R) such that any homology class is proportional to some power of
ω : ωk = ω ∧ . . . ∧ ω. This can be seen as follows. When the holonomy is U

(
n
2

)
observe that there must be an almost complex structure on the tangent spaces that
is invariant under parallel translation. After type change this gives us a Kähler
form ω. This 2-form is necessarily parallel. If ωk doesn’t generate H2k, then each
form not proportional to ωk will by the above arguments reduce the holonomy to
a proper subgroup of U

(
n
2

)
. As Hn is also generated by the volume form we see

that ω
n
2 �= 0. In particular, none of the forms ωk, k = 1, ..., n/2 are closed. This

shows that M has the cohomology ring of CP
n
2 .

To get the stronger conclusions on the topological type one must use more
profound results from [66] and [71]. �

There are two questions left over in this classification. Namely, for the sphere
and complex projective space we get only topological rigidity. For the sphere one
can clearly perturb the standard metric and still have positive curvature operator, so
one couldn’t expect more there. On CP 2, say, we know that the curvature operator
has exactly two zero eigenvalues. These two zero eigenvalues and eigenvectors are
actually forced on us by the fact that the metric is Kähler. Therefore; if we perturb
the standard metric, while keeping the same Kähler structure, then these two zero
eigenvalues will persist and the positive eigenvalues will stay positive. Thus, the
curvature operator stays nonnegative.

Given that there is such a big difference between the classes of manifolds with
nonnegative curvature operator and nonnegative sectional curvature, one might
think the same is true for nonpositive curvature. However, the above rank rigidity
theorem tells us that in fact nonpositive sectional curvature is much more rigid
than nonnegative sectional curvature. Nevertheless, there is a recent example of
Aravinda and Farrell showing that there are nonpositively curved manifolds that
do not admit metrics with nonpositive curvature operator (see [4]).

5. Further Study

We have eliminated many important topics about symmetric spaces. For more
in-depth information we recommend the texts by Besse, Helgason, and Jost (see
[11, Chapters 7,10], [12, Chapter 3], [53], and [56, Chapter 6]). Another very good
text which covers the theory of Lie groups and symmetric spaces is [55]. O’Neill’s
book [73, Chapter 8] also has a nice elementary account of symmetric spaces.
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6. Exercises

(1) (a) Show that the holonomy of CPn is U (n) .
(b) Show that the holonomy of a Riemannian manifold is contained in

U (m) iff it has a Kähler structure.
(2) Assume that M has nonpositive or nonnegative sectional curvature. Let

γ be a geodesic and E a parallel field along γ. Show that the following
conditions are equivalent.
(a) g (R (E, γ̇) γ̇, E) = 0 everywhere.
(b) R (E, γ̇) γ̇ = 0 everywhere.
(c) E is a Jacobi field.

(3) Show that SO (n, C) /SO (n) and Sl (n, C) /SU (n) are symmetric spaces
with nonpositive curvature operator.

(4) The quaternionic projective space is defined as being the quaternionic lines
in Hn+1. Here the quaternions H are the complex matrices(

z w
−w̄ z̄

)
.

If we identify H with R4, then we usually write elements as x1 + ix2 +
jx3 + kx4. Multiplication is done using

i2 = j2 = k2 = −1,

ij = k = −ji,

jk = i = −kj,

ki = j = −ik.

(a) Show that if we define

i =
(

i 0
0 −i

)
,

j =
(

0 1
−1 0

)
,

k =
(

0 i
i 0

)
,

then these two descriptions are equivalent.
(b) The symplectic group Sp (n) ⊂ SU (2n) ⊂ SO (4n) consists of those

orthogonal matrices that commute with the three complex structures
generated by i, j, k on R4n. A better way of looking at this group is
by considering n× n matrices A with quaternionic entries such that

A−1 = A∗.

Here the conjugate of a quaternion is

x1 + ix2 + jx3 + kx4 = x1 − ix2 − jx3 − kx4,

so we have as usual that

|q|2 = qq̄.

Now show that

HPn = Sp (n + 1) / (Sp (1)× Sp (n)) .
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Use this to exhibit HPn as a symmetric space. Show that the holo-
nomy is Sp (1)× Sp (n) and that the space is quarter pinched.

(5) Construct the hyperbolic analogues of the complex and quaternionic pro-
jective spaces. Show that they have negative curvature and are quarter
pinched.

(6) Show that any locally symmetric space (not necessarily complete) is locally
isometric to a symmetric space. Conclude that a simply connected locally
symmetric space admits a monodromy map into a unique symmetric space.
Show that if the locally symmetric space is complete, then the monodromy
map is bijective.

(7) Let (M, g) be a compact Riemannian n-manifold that is irreducible and
with R ≥ 0. Show that the following are equivalent:
(a) χ (M) > 0.
(b) The odd Betti numbers are zero.
(c) −I ∈ Hol0p.
(d) The dimension n is even.

Use this to show that any compact manifold with R ≥ 0 has χ (M) ≥
0.

(8) Show that if an irreducible symmetric space has strictly positive or nega-
tive curvature operator, then it has constant curvature.

(9) Using the skew-symmetric linear maps

x ∧ y : TpM → TpM,

x ∧ y (v) = g (x, v) y − g (y, v) x,

show that Λ2TpM = so (TpM) . Using this identification, show that the
image of the curvature operator R

(
Λ2TpM

) ⊂ holp, with equality for
symmetric spaces. Use this to conclude that the holonomy is SO (n) if
the curvature operator is positive or negative.

(10) Let M be a symmetric space. If X ∈ tp and Y ∈ isop, then [X,Y ] ∈ tp.
(11) Let M be a symmetric space and X,Y, Z ∈ tp. Show that

R (X,Y ) Z = [LX , LY ] Z,

Ric (X,Y ) = −tr ([LX , LY ]) .



CHAPTER 9

Ricci Curvature Comparison

In this chapter we shall prove some of the fundamental results for manifolds
with lower Ricci curvature bounds. Two important techniques will be developed:
Relative volume comparison and weak upper bounds for the Laplacian of distance
functions. With these techniques we shall show numerous results on restrictions of
fundamental groups of such spaces and also present a different proof of the estimate
for the first Betti number by Bochner.

We have already seen how variational calculus can be used to obtain Myers’
diameter bounds and also how the Bochner technique can be used. In the 50s
Calabi discovered that one has weak upper bounds for the Laplacian of distance
function given lower Ricci curvature bounds even at points where this function isn’t
smooth. However, it wasn’t until around 1970, when Cheeger and Gromoll proved
their splitting theorem, that this was fully appreciated. Around 1980, Gromov ex-
posed the world to his view of how volume comparison can be used. The relative
volume comparison theorem was actually first proved by Bishop in [13]. At the
time, however, one only considered balls of radius less than the injectivity radius.
Later, Gromov observed that the result holds for all balls and immediately put it to
use in many situations. In particular, he showed how one could generalize the Betti
number estimate from Bochner’s theorem using only topological methods and vol-
ume comparison. Anderson then refined this to get information about fundamental
groups. One’s intuition about Ricci curvature has generally been borrowed from
experience with sectional curvature. This has led to many naive conjectures that
haven proven to be false through the construction of several interesting examples of
manifolds with nonnegative Ricci curvature. On the other hand, much good work
has also come out of this, as we shall see. The reason for treating Ricci curvature
before the more advanced results on sectional curvature is that we want to break
the link between the two. The techniques for dealing with these two subjects, while
similar, are not the same.

1. Volume Comparison

1.1. The Fundamental Equations. Throughout this section, assume that
we have a complete Riemannian manifold (M, g) of dimension n. Furthermore, we
are given a point p ∈ M and with that the distance function r (x) = d (x, p) .
We know that this distance function is smooth on the image of the interior of the
segment domain. In analogy with the fundamental equations for the metric:

(1) L∂r
g = 2Hessr,

(2) (∇∂r
Hessr) (X,Y ) + Hess2r (X,Y ) = −R (X, ∂r, ∂r, Y ) ,

we also have a similar set of equations for the volume form.

265
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Proposition 39. The volume form dvol and Laplacian ∆r of r are related by:

(tr1) L∂r
dvol = ∆rdvol,

(tr2) ∂r∆r + (∆r)2

n−1 ≤ ∂r∆r + |Hessr|2 = −Ric (∂r, ∂r) .

Proof. The way to establish the first equation is by first selecting orthonormal
1-forms θi. The volume form is then given by

dvol = θ1 ∧ · · · ∧ θn.

As with the metric g, we also have that dvol is parallel. Next observe that(
L∂r

θi
)
(X) = ∂r

(
θi (X)

)− θi (L∂r
X)

= ∂r

(
θi (X)

)− θi (∇∂r
X) + θi (∇X∂r)

=
(∇∂r

θi
)
(X) + θi (∇X∂r) .

This shows that

L∂r
dvol = L∂r

(
θ1 ∧ · · · ∧ θn

)
=

∑
θ1 ∧ · · · ∧ L∂r

θi ∧ · · · ∧ θn

=
∑

θ1 ∧ · · · ∧ ∇∂r
θi ∧ · · · ∧ θn

+
∑

θ1 ∧ · · · ∧ θi ◦ ∇·∂r ∧ · · · ∧ θn

= ∇∂r

(
θ1 ∧ · · · ∧ θn

)
+ tr (∇·∂r) θ1 ∧ · · · ∧ θn

= ∇∂r
dvol + tr (∇·∂r) dvol

= ∆rdvol.

To establish the second equation we take traces in (2). Thus we select an
orthonormal frame Ei, set X = Y = Ei and sum over i. We can in addition assume
that ∇∂r

Ei = 0. We already know that
n∑

i=1

R (Ei, ∂r, ∂r, Ei) = Ric (∂r, ∂r) .

On the left hand side we get
n∑

i=1

(∇∂r
Hessr) (Ei, Ei) =

n∑
i=1

∂rHessr (Ei, Ei)

= ∂r∆r

and
n∑

i=1

Hess2r (Ei, Ei) =
n∑

i=1

g (∇Ei
∂r,∇Ei

∂r)

=
n∑

i,j=1

g (∇Ei
∂r, g (∇Ei

∂r, Ej) Ej)

=
n∑

i,j=1

g (∇Ei
∂r, Ej) g (∇Ei

∂r, Ej)

= |Hessr|2
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Finally we need to show that

(∆r)2

n− 1
≤ |Hessr|2 .

To this end we also assume that E1 = ∂r. Then

|Hessr|2 =
n∑

i,j=1

(g (∇Ei
∂r, Ej))

2

=
n∑

i,j=2

(g (∇Ei
∂r, Ej))

2

≤ 1
n− 1

(
n∑

i=2

g (∇Ei
∂r, Ei)

)2

=
1

n− 1
(∆r)2 .

The inequality

|A|2 ≤ 1
k
|tr (A)|2

for a k × k matrix A is a direct consequence of the Cauchy-Schwarz inequality

|(A, Ik)|2 ≤ |A|2 |Ik|2
= |A|2 k,

where Ik is the identity k × k matrix. �

If we use the polar coordinate decomposition g = dr2 + gr and let dvoln−1 be
the standard volume form on Sn−1 (1) , then we have that

dvol = λ (r, θ) dr ∧ dvoln−1,

where θ indicates a coordinate on Sn−1. If we apply (tr1) to this version of the
volume form we get

L∂r
dvol = L∂r

(λ (r, θ) dr ∧ dvoln−1)
= ∂r (λ) dr ∧ dvoln−1

as both L∂r
dr = 0 and L∂r

dvoln−1 = 0. We can therefore simplify (tr1) to

∂rλ = λ∆r.

In constant curvature k we know that

gk = dr2 + sn2
k (r) ds2

n−1,

thus the volume form is

dvolk = λk (r) dr ∧ dvoln−1

= snn−1
k (r) dr ∧ dvoln−1,

this conforms with the fact that

∆r = (n− 1)
sn′

k (r)
snk (r)

,

∂r

(
snn−1

k (r)
)

= (n− 1)
sn′

k (r)
snk (r)

snn−1
k (r) .
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1.2. Volume Estimation. With the above information we can prove the es-
timates that are analogous to our basic comparison estimates for the metric and
Hessian of r assuming lower sectional curvature bounds (see chapter 6).

Lemma 34. (Ricci Comparison Result) Suppose that (M, g) has Ric ≥ (n− 1)·k
for some k ∈ R. Then

∆r ≤ (n− 1)
sn′

k (r)
snk (r)

,

dvol ≤ dvolk,

where dvolk is the volume form in constant sectional curvature k.

Proof. Notice that the right-hand sides of the inequalities correspond exactly
to what one would get in constant curvature k.

For the first inequality, we use that

∂r∆r +
(∆r)2

n− 1
≤ − (n− 1) · k

dividing by n− 1 and using λk this gives

∂r

(
∆r

n− 1

)
+

(
∆r

n− 1

)2

≤ −k = ∂r (λk) + (λk)2

Separation of variables then yields:

∂r
∆r

n−1

k +
(

∆r
n−1

)2 ≤
∂rλk

k + (λk)2
.

Thus
F (λ (r)) ≤ F (λk (r)) ,

where F is the antiderivative of 1
λ2+k

satisfying limλ→∞ F (λ) = 0. Since F has
positive derivative we can conclude that λ (r) ≤ λk (r) .

For the second inequality we now know that

∂rλ ≤ (n− 1)
sn′

k (r)
snk (r)

λ

while

∂rλk = (n− 1)
sn′

k (r)
snk (r)

λk.

In addition the metrics g and gk agree at p. Thus also the volume forms agree at
p. This means that

lim
r→0

(λ− λk) = 0,

∂r (λ− λk) ≤ (n− 1)
sn′

k (r)
snk (r)

(λ− λk) .

Whence the volume form inequality follows. �

Our first volume comparison gives the obvious upper volume bound coming
from our upper bound on the volume density.



1. VOLUME COMPARISON 269

Lemma 35. If (M, g) has Ric ≥ (n− 1) · k, then

volB (p, r) ≤ v (n, k, r) ,

where v (n, k, r) denotes the volume of a ball of radius r in the constant-curvature
space form Sn

k .

Proof. Above, we showed that in polar coordinates around p we have

dvol ≤ dvolk.

Thus

volB (p, r) =
∫

segp∩B(0,r)

dvol

≤
∫

segp∩B(0,r)

dvolk

≤
∫

B(0,r)

dvolk

= v(n, k, r).

�

With a little more technical work, the above absolute volume comparison result
can be improved in a rather interesting direction. The result one obtains is referred
to as the relative volume comparison estimate. It will prove invaluable in many
situations throughout the rest of the text.

Lemma 36. (Relative Volume Comparison, Bishop-Cheeger-Gromov, 1964-1980)
Suppose (M, g) is a complete Riemannian manifold with Ric ≥ (n− 1) · k. Then

r → volB(p, r)
v(n, k, r)

is a nonincreasing function whose limit is 1 as r → 0.

Proof. We will use exponential polar coordinates. The volume form λ(r, θ)dr∧
dθ for (M, g) is initially defined only on some star-shaped subset of

TpM = Rn = (0,∞)× Sn−1,

but we can just set λ = 0 outside this set. The comparison density λk is defined on
all of Rn for k ≤ 0 and on B

(
0, π/

√
k
)

for k > 0. We can likewise extend λk = 0

outside B
(
0, π/

√
k
)
. Myers’ theorem says that λ = 0 on Rn−B

(
0, π/

√
k
)

in this

case. So we might as well just consider r < π/
√

k when k > 0.
The ratio of the volumes is

volB(p,R)
v(n, k,R)

=

∫ R

0

∫
Sn−1 λdr ∧ dθ∫ R

0

∫
Sn−1 λkdr ∧ dθ

,

and we know that
0 ≤ λ(r, θ) ≤ λk(r, θ) = snn−1

k (r)

everywhere.
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Differentiation of this quotient with respect to R yields

d

dR

(
volB(p,R)
v(n, k,R)

)

=

(∫
Sn−1 λ (R, θ) dθ

) (∫ R

0

∫
Sn−1 λk (r, θ) dr ∧ dθ

)
(v(n, k,R))2

−
(∫

Sn−1 λk (R, θ) dθ
) (∫ R

0

∫
Sn−1 λ (r, θ) dr ∧ dθ

)
(v(n, k,R))2

= (v(n, k,R))−2 ·
∫ R

0

[(∫
Sn−1

λ (R, θ) dθ

)
·
(∫

Sn−1
λk (r, θn−1) dθ

)
−

(∫
Sn−1

λk (R, θ) dθ

)(∫
Sn−1

λ (r, θ) dθ

)]
dr.

So to see that

R → volB(p,R)
v(n, k,R)

is nonincreasing, it suffices to check that

∫
Sn−1 λ (r, θ) dθ∫

Sn−1 λk (r, θ) dθ
=

1
ωn−1

∫
Sn−1

λ (r, θ)
λk (r, θ)

dθ

is nonincreasing. This follows from

∂r

(
λ (r, θ)
λk (r, θ)

)
=

λk∂rλ− λ∂rλk

λ2
k

≤
λk (n− 1) sn′

k(r)
snk(r)λ− λ (n− 1) sn′

k(r)
snk(r)λk

λ2
k

= 0.

�

1.3. Maximal Diameter Rigidity. Given Myers’ diameter estimate, it is
natural to ask what happens if the diameter attains it maximal value. The next
result shows that only the sphere has this property.

Theorem 62. (S. Y. Cheng, 1975) If (M, g) is a complete Riemannian manifold
with Ric ≥ (n− 1)k > 0 and diam = π/

√
k, then (M, g) is isometric to Sn

k .
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Figure 9.1

Proof. Fix p, q ∈ M such that d(p, q) = π/
√

k. Define r(x) = d(x, p), r̃(x) =
d(x, q). We will show that

(1) r + r̃ = d(p, x) + d(x, q) = d(p, q) = π/
√

k, x ∈ M .
(2) r, r̃ are smooth on M − {p, q}.
(3) Hessr = (sn′

k/snk) ds2
n−1 on M − {p, q}.

(4) g = dr2 + sn2
kds2

n−1.
We know that (3) implies (4) and that (4) implies M must be Sn

k .
Proof of (1): The triangle inequality shows that

d(p, x) + d(x, q) ≥ π/
√

k,

so if (1) does not hold, we can find ε > 0 such that (see Figure 9.1)

d(p, x) + d(x, q) = 2 · ε +
π√
k

= 2 · ε + d(p, q).

Then the metric balls B(p, r1), B(q, r2), and B(x, ε) are pairwise disjoint, when
r1 ≤ d(p, x), r2 ≤ d(q, x) and r1 + r2 = π/

√
k. Thus,

1 =
volM
volM

≥ volB(x, ε) + volB(p, r1) + volB(q, r2)
volM

≥ v(n, k, ε)

v
(
n, k, π√

k

) +
v(n, k, r1)

v
(
n, k, π√

k

) +
v(n, k, r2)

v
(
n, k, π√

k

)
=

v(n, k, ε)

v
(
n, k, π√

k

) + 1,

which is a contradiction.
Proof of (2): If x ∈ M − {q, p}, then x can be joined to both p and q by

segments σ1, σ2. The previous statement says that if we put these two segments
together, then we get a segment from p to q through x. Such a segment must be
smooth, and thus σ1 and σ2 are both subsegments of a larger segment. This implies
from our characterization of when distance functions are smooth that both r and
r̃ are smooth at x ∈ M − {p, q}.
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Proof of (3): We have r(x) + r̃(x) = π/
√

k, thus ∆r = −∆r̃. On the other
hand,

(n− 1)
sn′

k(r(x))
snk(r(x))

≥ ∆r(x)

= −∆r̃(x)

≥ −(n− 1)
sn′

k(r̃(x))
snk(r̃(x))

= −(n− 1)
sn′

k

(
π√
k
− r(x)

)
snk

(
π√
k
− r(x)

)
= (n− 1)

sn′
k(r(x))

snk(r(x))
.

This implies,

∆r = (n− 1)
sn′

k

snk

and

−(n− 1)k = ∂r(∆r) +
(∆r)2

n− 1
≤ ∂r(∆r) + |Hessr|2
≤ −Ric(∂r, ∂r)
≤ −(n− 1)k.

Hence, all inequalities are equalities, and in particular

(∆r)2 = (n− 1)|Hessr|2.
Recall that this gives us equality in the Cauchy-Schwarz inequality |A|2 ≤ k (trA)2 .
Thus A = trA

k Ik. In our case we have restricted Hessr to the (n− 1) dimensional
space orthogonal to ∂r so on this space we obtain:

Hessr =
∆r

n− 1
gr

=
sn′

k

snk
gr.

�

We have now proved that any complete manifold with Ric ≥ (n − 1) · k > 0
has diameter ≤ π/

√
k, where equality holds only when the space is Sn

k . A natural
perturbation question is therefore: Do manifolds with Ric ≥ (n − 1) · k > 0 and
diam ≈ π/

√
k, have to be homeomorphic or diffeomorphic to a sphere?

For n = 2, 3 this is true, when n ≥ 4, however, there are counterexamples. The
case n = 2 will be settled later, while n = 3 goes beyond the scope of this book
(see [85]). The examples for n ≥ 4 are divided into two cases: n = 4 and n ≥ 5.

Example 46. (Anderson, 1990) For n = 4 consider metrics on I × S3 of the
form

dr2 + ϕ2σ2
1 + ψ2(σ2

2 + σ2
3).
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If we define

ϕ (r) =
{

sin(ar)
a r ≤ r0,

c1 sin(r + δ) r ≥ r0,

ψ (r) =
{

br2 + c r ≤ r0,
c2 sin(r + δ) r ≥ r0,

and then reflect these function in r = π/2 − δ, we get a metric on CP 2�C̄P 2. For
any small r0 > 0 we can now adjust the parameters so that ϕ and ψ become C1 and
generate a metric with Ric ≥ (n− 1). For smaller and smaller choices of r0 we see
that δ → 0, so the interval I → [0, π] as r0 → 0. This means that the diameters
converge to π.

Example 47. (Otsu, 1991) For n ≥ 5 we only need to consider standard doubly
warped products:

dr2 + ϕ2 · ds2
2 + ψ2ds2

n−3

on I × S2 × Sn−3. Similar choices for ϕ and ψ will yield metrics on S2 × Sn−2

with Ric ≥ n− 1 and diameter → π.

In both of the above examples we actually only constructed C1 functions ϕ,ψ
and therefore only C1 metrics. The functions are, however, concave and can easily
be smoothed near the break points so as to stay concave. This will not change the
values or first derivatives much and only increase the second derivative in absolute
value. Thus the lower curvature bound still holds.

2. Fundamental Groups and Ricci Curvature

We shall now attempt to generalize the estimate on the first Betti number we
obtained using the Bochner technique to the situation where one has more general
Ricci curvature bounds. This requires some knowledge about how fundamental
groups are tied in with the geometry.

2.1. The First Betti Number. Suppose M is a compact Riemannian man-
ifold of dimension n and M̃ its universal covering space. The fundamental group
π1 (M) acts by isometries on M̃. Recall from algebraic topology that

H1 (M, Z) = π1 (M) / [π1 (M) , π1 (M)] ,

where [π1 (M) , π1 (M)] is the commutator subgroup. Thus, H1 (M, Z) acts by deck
transformations on the covering space

M̃/ [π1 (M) , π1 (M)]

with quotient M. Since H1 (M, Z) is a finitely generated Abelian group, we know
that the set of torsion elements T is a finite normal subgroup. We can then consider
Γ = H1 (M, Z) /T as acting by deck transformations on

M̄ = M̃/ [π1 (M) , π1 (M)] /T.

Thus, we have a covering π : M̄ → M with a torsion free and Abelian Galois group
of deck transformations. The rank of the torsion-free group Γ is clearly equal to

b1 (M) = dimH1 (M, R) .

Next recall that any finite-index subgroup of Γ has the same rank as Γ. So if we can
find a finite-index subgroup that is generated by elements that can be geometrically
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controlled, then we might be able to bound b1. To this end we have a very interesting
result.

Lemma 37. (M. Gromov, 1980) For fixed x ∈ M̄ there exists a finite-index
subgroup Γ′ ⊂ Γ that is generated by elements γ1, . . . , γm such that

d (x, γi (x)) ≤ 2 · diam (M) .

Furthermore, for all γ ∈ Γ′ − {1} we have

d (x, γ (x)) > diam (M) .

Proof. First we find a finite-index subgroup that can be generated by elements
satisfying the first condition. Then we modify this group so that it also satisfies
the second condition.

For each ε > 0 let Γε be the group generated by

{γ ∈ Γ : d (x, γ (x)) < 2diam (M) + ε} ,

and let πε : M̄ → M̄/Γε denote the covering projection. We claim that for each
z ∈ M̄ we have

d (πε (z) , πε (x)) < diam (M) + ε.

Otherwise, we could find z ∈ M̄ such that

d (x, z) = d (πε (z) , πε (x)) = diam (M) + ε.

Now, we can find γ ∈ Γ such that d (γ (x) , z) ≤ diam (M) , but then we would have

d (πε (γ (x)) , πε (x)) ≥ d (πε (z) , πε (x))− d (πε (z) , πε (γ (x))) ≥ ε,

d (x, γ (x)) ≤ d (x, z) + d (z, γ (x)) ≤ 2diam (M) + ε.

Here we have a contradiction, as the first line says that γ /∈ Γε, while the second
line says γ ∈ Γε.

Note that compactness of M̄/Γε shows that Γε ⊂ Γ has finite index.
Now observe that there are at most finitely many elements in the set

{γ ∈ Γ : d (x, γ (x)) < 3diam (M)} ,

as Γ acts discretely on M̄. Hence, there must be a sufficiently small ε > 0 such that

{γ ∈ Γ : d (x, γ (x)) < 2diam (M) + ε} = {γ ∈ Γ : d (x, γ (x)) ≤ 2diam (M)} .

Then we have a finite-index subgroup Γε of Γ generated by

{γ ∈ Γ : d (x, γ (x)) ≤ 2diam (M)} = {γ1, . . . , γm} .

We shall now modify these generators until we get the desired group Γ′.
First, observe that as the rank of Γε is b1, we can assume that

{
γ1, . . . , γb1

}
are linearly independent and generate a subgroup Γ′′ ⊂ Γε of finite index. Next,
we recall that only finitely many elements γ in Γ′′ lie in

{γ ∈ Γ : d (x, γ (x)) ≤ 2diam (M)} .

We can therefore choose{
γ̃1, . . . , γ̃b1

} ⊂ {γ ∈ Γ : d (x, γ (x)) ≤ 2diam (M)}
with the following properties (we use additive notation here, as it is easier to read):

(1) span {γ̃1, . . . , γ̃k} ⊂ span {γ1, . . . , γk} has finite index for all k = 1, . . . , b1.
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(2) γ̃k = l1k · γ1 + · · ·+ lkk · γk is chosen such that lkk is maximal in absolute
value among all elements in

Γ′′ ∩ {γ ∈ Γ : d (x, γ (x)) ≤ 2diam (M)} .

The group Γ′ generated by
{
γ̃1, . . . , γ̃b1

}
clearly has finite index in Γ′′ and

hence also in Γ. The generators lie in

{γ ∈ Γ : d (x, γ (x)) ≤ 2diam (M)} ,

as demanded by the first property. It only remains to show that the second property
is also satisfied. The see this, let

γ = m1 · γ̃1 + · · ·+ mk · γ̃k

be chosen such that mk �= 0. If d (x, γ (x)) ≤ diam (M) , then we also have that

d
(
x, γ2 (x)

) ≤ d (x, γ (x)) + d
(
γ (x) , γ2 (x)

)
= 2d (x, γ (x))
≤ 2diam (M) .

Thus,
γ2 ∈ Γ′′ ∩ {γ ∈ Γ : d (x, γ (x)) ≤ 2diam (M)} ,

and also,

γ2 = 2m1 · γ̃1 + · · ·+ 2mk · γ̃k

=
k−1∑
i=1

ni · γi + 2mk · lkk · γk.

But this violates the maximality of lkk, as we assumed mk �= 0. �

With this lemma we can now give Gromov’s proof of

Theorem 63. (S. Gallot and M. Gromov, 1980) If M is a Riemannian manifold
of dimension n such that Ric ≥ (n− 1) k and diam (M) ≤ D, then there is a
function C

(
n, k ·D2

)
such that

b1 (M) ≤ C
(
n, k ·D2

)
.

Moreover, limε→0 C (n, ε) = n.In particular, there is ε (n) > 0 such that if k ·D2 ≥
−ε (n) , then b1 (M) ≤ n.

Proof. First observe that for k > 0 there is nothing to prove, as we know that
b1 = 0 from Myers’ theorem.

Suppose we have chosen a covering M̄ of M with torsion-free Abelian Galois
group of deck transformations Γ =

〈
γ1, . . . , γb1

〉
such that for some x ∈ M̄ we have

d (x, γi (x)) ≤ 2diam (M) ,

d (x, γ (x)) > diam (M) , γ �= 1.

Then we clearly have that all of the balls B
(
γ (x) , diam(M)

2

)
are disjoint. Now set

Ir =
{
γ ∈ Γ : γ = l1 · γ1 + · · ·+ lb1 · γb1 , |l1|+ · · ·+ |lb1 | ≤ r

}
.

Note that for γ ∈ Ir we have

B

(
γ (x) ,

diam (M)
2

)
⊂ B

(
x, r · 2diam (M) +

diam (M)
2

)
.
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All of these balls are disjoint and have the same volume, as γ acts isometrically.
We can therefore use the relative volume comparison theorem to conclude that the
cardinality of Ir is bounded from above by

volB
(
x, r · 2diam (M) + diam(M)

2

)
volB

(
x, diam(M)

2

) ≤
v
(
n, k, r · 2diam (M) + diam(M)

2

)
v
(
n, k, diam(M)

2

) .

This shows that

b1 ≤ |I1|

≤
v
(
n, k, 2diam (M) + diam(M)

2

)
v
(
n, k, diam(M)

2

) ,

which gives us a general bound for b1. To get a more refined bound we have to use
Ir for larger r. If r is an integer, then

|Ir| = (2r + 1)b1 .

The upper bound for |Ir| can be reduced to

v
(
n, k, r · 2diam (M) + diam(M)

2

)
v
(
n, k, diam(M)

2

) ≤ v
(
n, k,

(
r · 2 + 1

2

)
D
)

v
(
n, k, D

2

)

=

∫ (r·2+ 1
2 )D

0

(
sinh(

√−kt)√−k

)n−1

dt

∫ 1
2 D

0

(
sinh(

√−kt)√−k

)n−1

dt

=
∫ (r·2+ 1

2 )D
√−k

0 sinhn−1 (t) dt∫ 1
2 D

√−k

0
sinhn−1 (t) dt

= 2n

(
r · 2 +

1
2

)n

+ · · · ≤ 5n · rn,

where in the last step we assume that D
√−k is very small relative to r. If b1 ≥ n+1,

this cannot be larger than |Ir| = (2r + 1)b1 when r = 5n. Thus select r = 5n and
the assume D

√−k is small enough that∫ (r·2+ 1
2 )D

√−k

0 sinhn−1 (t) dt∫ 1
2 D

√−k

0
sinhn−1 (t) dt

≤ 5n · rn

in order to force b1 ≤ n. �

Gallot’s proof of the above theorem uses techniques that are sophisticated gen-
eralizations of the Bochner technique.

2.2. Finiteness of Fundamental Groups. One can get even more informa-
tion from these volume comparison techniques. Instead of considering just the first
homology group, we can actually get some information about fundamental groups
as well.
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For our next result we need a different kind of understanding of how funda-
mental groups can be represented.

Lemma 38. (M. Gromov, 1980) For a Riemannian manifold M and x̃ ∈ M̃, we
can always find generators {γ1, . . . γm} for the fundamental group Γ = π1 (M) such
that d (x, γi (x)) ≤ 2diam (M) and such that all relations for Γ in these generators
are of the form γi · γj · γ−1

k = 1.

Proof. For any ε ∈ (0, inj (M)) choose a triangulation of M such that adja-
cent vertices in this triangulation are joined by a curve of length less that ε. Let
{x1, . . . , xk} denote the set of vertices and {eij} the edges joining adjacent vertices
(thus, eij is not necessarily defined for all i, j). If x is the projection of x̃ ∈ M̃,
then join x and xi by a segment σi for all i = 1, . . . , k and construct the loops

σij = σieijσ
−1
j

for adjacent vertices. Now, any loop in M based at x is homotopic to a loop in the
1-skeleton of the triangulation, i.e., a loop that is constructed out of juxtaposing
edges eij . Since eijejk = eijσ

−1
j σjejk such loops are the product of loops of the

form σij . Therefore Γ is generated by σij .
Now observe that if three vertices xi, xj , xk are adjacent to each other, then

they span a 2-simplex �ijk. Thus, we have that the loop σijσjkσki = σijσjkσ−1
ik is

homotopically trivial. We claim that these are the only relations needed to describe
Γ. To see this, let σ be any loop in the 1-skeleton that is homotopically trivial. Now
use that σ in fact contracts in the 2-skeleton. Thus, a homotopy corresponds to a
collection of 2-simplices �ijk. In this way we can represent the relation σ = 1 as a
product of elementary relations of the form σijσjkσ−1

ik = 1.
Finally, use discreteness of Γ to get rid of ε as in the above case. �

A simple example might be instructive here.

Example 48. Consider Mk = S3/Zk; the constant-curvature 3-sphere divided
out by the cyclic group of order k. As k → ∞ the volume of these manifolds goes
to zero, while the curvature is 1 and the diameter π

2 . Thus, the fundamental groups
can only get bigger at the expense of having small volume. If we insist on writing
the cyclic group Zk in the above manner, then the number of generators needed goes
to infinity as k →∞. This is also justified by the next theorem.

For numbers n ∈ N, k ∈ R, and v,D ∈ (0,∞) , let M (n, k, v,D) denote the
class of compact Riemannian n-manifolds with

Ric ≥ (n− 1) k,

vol ≥ v,

diam ≤ D.

We can now prove:

Theorem 64. (M. Anderson, 1990) There are only finitely many fundamental
groups among the manifolds in M (n, k, v,D) for fixed n, k, v,D.

Proof. Choose generators {γ1, . . . , γm} as in the lemma. Since the number of
possible relations is bounded by 2m3

, we have reduced the problem to showing that
m is bounded. We have that d (x, γi (x)) ≤ 2D. Fix a fundamental domain F ⊂ M̃
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that contains x, i.e., a closed set such that π : F → M is onto and volF = volM.
One could, for example, choose the Dirichlet domain

F =
{

z ∈ M̃ : d (x, z) ≤ d (γ (x) , z) for all γ ∈ π1 (M)
}

.

Then we have that the sets γi (F ) are disjoint up to sets of measure 0, all have the
same volume, and all lie in the ball B (x, 4D) . Thus,

m ≤ volB (x, 4D)
volF

≤ v (n, k, 4D)
v

.

In other words, we have bounded the number of generators in terms of n,D, v, k
alone. �

Another related result shows that groups generated by short loops must in fact
be finite.

Lemma 39. (M. Anderson, 1990) For fixed numbers n ∈ N, k ∈ R, and v,D ∈
(0,∞) we can find L = L (n, k, v,D) and N = N (n, k, v,D) such that if M ∈
M (n, k, v,D) , then any subgroup of π1 (M) that is generated by loops of length
≤ L must have order ≤ N.

Proof. Let Γ ⊂ π1 (M) be a group generated by loops {γ1, . . . , γk} of length
≤ L. Consider the universal covering π : M̃ → M and let x ∈ M̃ be chosen such
that the loops are based at π (x) . Then select a fundamental domain F ⊂ M̃ as
above with x ∈ F. Thus for any γ1, γ2 ∈ π1 (M) , either γ1 = γ2 or γ1 (F ) ∩ γ2 (F )
has measure 0.

Now define U (r) as the set of γ ∈ Γ such that γ can be written as a product of at
most r elements from {γ1, . . . , γk} . We assumed that d (x, γi (x)) ≤ L for all i, and
thus d (x, γ (x)) ≤ r ·L for all γ ∈ U (r) . This means that γ (F ) ⊂ B (x, r · L + D).
As the sets γ (F ) are disjoint up to sets of measure zero, we obtain

|U (r)| ≤ volB (x, r · L + D)
volF

≤ v (n, k, r · L + D)
v

.

Now define

N =
v (n, k, 2D)

v
+ 1,

L =
D

N
.

If Γ has more than N elements we get a contradiction by using r = N as we would
have

v (n, k, 2D)
v

+ 1 = N

≤ |U (N)|
≤ v (n, k, 2D)

v
.

�
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3. Manifolds of Nonnegative Ricci Curvature

In this section we shall prove the splitting theorem of Cheeger-Gromoll. This
theorem is analogous to the maximal diameter theorem in many ways. It also has
far-reaching consequences for compact manifolds with nonnegative Ricci curvature.
For instance, we shall see that S3×S1 does not admit any complete metrics with zero
Ricci curvature. One of the critical ingredients in the proof of the splitting theorem
is the maximum principle for continuous functions. These analytical matters will
be taken care of in the first subsection.

3.1. The Maximum Principle. We shall try to understand how one can
assign second derivatives to (distance) functions at points where the function is not
smooth. In chapter 11 we shall also discuss generalized gradients, but this theory
is completely different and works only for Lipschitz functions.

The key observation for our development of generalized Hessians and Laplacians
is

Lemma 40. If f, h : (M, g) → R are C2 functions such that f(p) = h(p) and
f(x) ≥ h(x) for all x near p, then

∇f (p) = ∇h (p) ,

Hessf |p ≥ Hessh|p,
∆f(p) ≥ ∆h(p).

Proof. If (M, g) ⊂ (R, can), then the theorem is simple calculus. In general,
We can take γ : (−ε, ε) → M to be a geodesic with γ(0) = p, then use this
observation on f ◦ γ, h ◦ γ to see that

df(γ̇(0)) = dh(γ̇(0)),
Hessf (γ̇ (0) , γ̇ (0)) ≥ Hessh (γ̇ (0) , γ̇ (0)) .

This clearly implies the lemma if we let v = γ̇(0) run over all v ∈ TpM . �

This lemma implies that a C2 function f : M → R has Hessf |p ≥ B, where B
is a symmetric bilinear map on TpM (or ∆f(p) ≥ a ∈ R), iff for every ε > 0 there
exists a function fε(x) defined in a neighborhood of p such that

(1) fε(p) = f(p).
(2) f(x) ≥ fε(x) in some neighborhood of p.
(3) Hessfε|p ≥ B − ε · g|p (or ∆fε(p) ≥ a− ε).

Such functions fε are called support functions from below . One can analogously
use support functions from above to find upper bounds for Hessf and ∆f . Support
functions are also known as barrier functions in PDE theory.

For a continuous function f : (M, g) → R we say that: Hessf |p ≥ B (or
∆f(p) ≥ a) iff there exist smooth support functions fε satisfying (1)-(3). One also
says that Hessf |p ≥ B (or ∆f(p) ≥ a) hold in the support or barrier sense. In PDE
theory there are other important ways of defining weak derivatives. The notion
used here is guided by what we can obtain from geometry.

One can easily check that if (M, g) ⊂ (R, can), then f is convex if Hessf ≥ 0
everywhere. Thus, f : (M, g) → R is convex if Hessf ≥ 0 everywhere. Using this,
one can easily prove
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Theorem 65. If f : (M, g) → R is continuous with Hessf ≥ 0 everywhere,
then f is constant near any local maximum. In particular, f cannot have a global
maximum unless f is constant.

We shall need a more general version of this theorem called the maximum
principle. As stated below, it was first proved for smooth functions by E. Hopf in
1927 and then later for continuous functions by Calabi in 1958 using the idea of
support functions. A continuous function f : (M, g) → R with ∆f ≥ 0 everywhere
is said to be subharmonic. If ∆f ≤ 0, then f is superharmonic.

Theorem 66. (The Strong Maximum Principle) If f : (M, g) → R is continu-
ous and subharmonic, then f is constant in a neighborhood of every local maximum.
In particular, if f has a global maximum, then f is constant.

Proof. First, suppose that ∆f > 0 everywhere. Then f can’t have any local
maxima at all. For if f has a local maximum at p ∈ M , then there would exist a
smooth support function fε(x) with

(1) fε(p) = f(p),
(2) fε(x) ≤ f(x) for all x near p,
(3) ∆fε(p) > 0.

Here (1) and (2) imply that fε must also have a local maximum at p. But this
implies that Hessfε(p) ≤ 0, which contradicts (3).

Next just assume that ∆f ≥ 0 and let p ∈ M be a local maximum for f . For
sufficiently small r < inj(p) we therefore have a function f : (B(p, r), g) → R with
∆f ≥ 0 and a global maximum at p. If f is constant on B(p, r), then we are done,
otherwise, we can assume (by possibly decreasing r) that f (x) �= f(p) for some

x ∈ S(p, r) = {x ∈ M : d(p, x) = r}.
Then define

V = {x ∈ S(p, r) : f(x) = f(p)}.
Our goal is to construct a smooth function h = eαϕ − 1 such that

h < 0 on V,

h (p) = 0,
∆h > 0 on B̄ (p, r) .

This function is found by first selecting an open disc U ⊂ S (p, r) that contains V.
We can then find ϕ such that

ϕ (p) = 0,

ϕ < 0 on U,

∇ϕ �= 0 on B̄ (p, r) .

In an appropriate coordinate system
(
x1, . . . , xn

)
we can simply assume that

U lies in the lower half-plane: x1 < 0 and then let ϕ = x1 (see also Figure 9.2).
Lastly, choose α so big that

∆h = αeαϕ(α|∇ϕ|2 + ∆ϕ) > 0 on B(p, r).

Now consider the function f̄ = f + δh on B(p, r). Provided δ is very small, this
function has a local maximum in the interior B(p, r), since

f̄(p) = f (p)
> max

{
f (x) + δh (x) = f̄(x) : x ∈ ∂B(p, r)

}
.
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Figure 9.2

On the other hand, we can also show that f̄ has positive Laplacian, thus giving a
contradiction with the first part of the proof. To see that the Laplacian is positive,
select fε as a support function from below for f at q ∈ B (p, r) . Then fε + δh is a
support function from below for f̄ at q. The Laplacian of this support function is
estimated by

∆ (fε + δh) (p) ≥ −ε + δ∆h (p) ,

which for given δ must become positive as ε → 0. �
A continuous function f : (M, g) → R is said to be linear if Hessf ≡ 0 (i.e.,

both of the inequalities Hessf ≥ 0, Hessf ≤ 0 hold everywhere). One can easily
prove that this implies that

(f ◦ γ) (t) = f (γ (0)) + αt

for each geodesic γ. This implies that

f ◦ expp(x) = f(p) + g(vp, x)

for each p ∈ M and some vp ∈ TpM . In particular f is C∞ with ∇f |p = vp.
More generally, we have the concept of a harmonic function. This is a continu-

ous function f : (M, g) → R with ∆f = 0. The maximum principle shows that if M
is closed, then all harmonic functions are constant. On incomplete or complete open
manifolds, however, there are often many harmonic functions. This is in contrast
to the existence of linear functions, where ∇f is necessary parallel and therefore
splits the manifold locally into a product where one factor is an interval. It is an
important fact that any harmonic function is C∞ if the metric is C∞. Using the
above maximum principle we can reduce this to a standard result in PDE theory
(see also chapter 10).

Theorem 67. (Regularity of harmonic functions) If f : (M, g) → R is contin-
uous and harmonic in the weak sense, then f is smooth.

Proof. We fix p ∈ M and a neighborhood Ω around p with smooth boundary.
We can in addition assume that Ω is contained in a coordinate neighborhood. It is
now a standard fact from PDE theory that the following Dirichlet boundary value
problem has a solution:

∆u = 0,
u|∂Ω = f |∂Ω.

Moreover, such a solution u is smooth on the interior of Ω. Now consider the two
functions u − f and f − u on Ω. If they are both nonpositive, then they must
vanish and hence f = u is smooth near p. Otherwise one of these functions must be
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positive somewhere. However, as it vanishes on the boundary and is subharmonic
this implies that it has an interior global maximum. The maximum principle then
shows that the function is constant, but this is only possible if it vanishes. �

3.2. Rays and Lines. We will work only with complete and noncompact
manifolds in this section. A ray r(t) : [0,∞) → (M, g) is a unit speed geodesic such
that

d (r(t), r(s)) = |t− s| for all t, s ≥ 0.

One can think of a ray as a semi-infinite segment or as a segment from r(0) to
infinity. A line �(t) : R → (M, g) is a unit speed geodesic such that

d(γ(t), γ(s)) = |t− s| for all t, s ∈ R.

Lemma 41. If p ∈ (M, g), then there is always a ray emanating from p. If M
is disconnected at infinity then (M, g) contains a line.

Proof. Let p ∈ M and consider a sequence qi → ∞. Find unit vectors
vi ∈ TpM such that:

σi(t) = expp(tvi), t ∈ [0, d(p, qi)]

is a segment from p to qi. By possibly passing to a subsequence, we can assume
that vi → v ∈ TpM (see Figure 9.3). Now

σ(t) = expp(tv), t ∈ [0,∞),

becomes a segment. This is because σi converges pointwise to σ by continuity of
expp, and thus

d(σ(s), σ(t)) = lim d(σi(s), σi(t)) = |s− t|.
A complete manifold is connected at infinity if for every compact set K ⊂ M

there is a compact set C ⊃ K such that any two points in M −C can be joined by
a curve in M −K. If M is not connected at infinity, we say that M is disconnected
at infinity .

If M is disconnected at infinity, we can obviously find a compact set K and
sequences of points pi → ∞, qi → ∞ such that any curve from pi to qi must pass
through K. If we join these points by segments σi : (−ai, bi) → M such that
ai, bi → ∞, σi(0) ∈ K, then the sequence will subconverge to a line (see Figure
9.4). �
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Figure 9.4

Example 49. Surfaces of revolution dr2 + ϕ2(r)ds2
n−1, where ϕ : [0,∞) →

[0,∞) and ϕ̇(t) < 1, ϕ̈(t) < 0, t > 0, cannot contain any lines. These manifolds
look like paraboloids.

Example 50. Any complete metric on Sn−1×R must contain a line, since the
manifold is disconnected at infinity.

Example 51. The Schwarzschild metric on S2×R2 does not contain any lines.
This will also follow from our main result in this section.

Theorem 68. (The Splitting Theorem, Cheeger-Gromoll, 1971): If (M, g)
contains a line and has Ric ≥ 0, then (M, g) is isometric to a product (H ×R, g0 +
dt2).

The proof is quite involved and will require several constructions. The main
idea is to find a distance function r : M → R (i.e. |∇r| ≡ 1) that is linear (i.e.
Hessr ≡ 0). Having found such a function, one can easily see that M = U0 × R,
where U0 = {r = 0} and g = dt2 + g0. The maximum principle will play a key
role in showing that r, when it has been constructed, is both smooth and linear.
Recall that in the proof of the maximal diameter theorem we used two distance
functions r, r̃ placed at maximal distance from each other and then proceeded to
show that r + r̃ = constant. This implied that r, r̃ were smooth, except at the
two chosen points, and that ∆r is exactly what it is in constant curvature. We
then used the rigidity part of the Cauchy-Schwarz inequality to compute Hessr.
In the construction of our linear distance function we shall do something similar.
In this situation the two ends of the line play the role of the points at maximal
distance. Using this line we will construct two distance functions b± from infinity
that are continuous, satisfy b++b− ≥ 0 (from the triangle inequality), ∆b± ≤ 0, and
b++b− = 0 on the line. Thus, b++b− is superharmonic and has a global minimum.
The minimum principle will therefore show that b+ + b− ≡ 0. Thus, b+ = −b− and

0 ≥ ∆b+ = −∆b− ≥ 0,
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which shows that both of b± are harmonic and therefore C∞. We then show that
they are actually distance functions (i.e., |∇b±| ≡ 1). Finally we can conclude that

0 = ∇b±(∆b±) +
(∆b±)2

n− 1
≤ ∇b±(∆b±) + |Hessb±|2
= |Hessb±|2
≤ −Ric(∇b±,∇b±) ≤ 0.

This establishes that |Hessb±|2 = 0, so that we have two linear distance functions
b± as desired.

The proof proceeds through several results some of which we will need later.

3.3. Laplacian Comparison.

Lemma 42. (E. Calabi, 1958) Let r(x) = d(x, p), p ∈ (M, g). If Ric(M, g) ≥ 0,
then

∆r(x) ≤ n− 1
r(x)

for all x ∈ M.

Proof. We know that the result is true whenever r is smooth. For any other
q ∈ M , choose a unit speed segment σ : [0, �] → M with σ(0) = p, σ(�) = q. Then
the triangle inequality implies that rε(x) = ε+d(σ(ε), x) is a support function from
above for r at q. If all these support functions are smooth at q, then

∆rε(q) ≤ n− 1
rε(q)− ε

=
n− 1

r(q)− ε

≤ n− 1
r(q)

+ ε · 2(n− 1)
(r(q))2

for small ε, and hence ∆r(q) ≤ n−1
r(q) in the support sense.

Now for the smoothness. Fix ε > 0 and suppose rε is not smooth at q. Then
we know that either

(1) there are two segments from σ (ε) to q, or
(2) q is a critical value for expσ(ε) : seg (σ (ε)) → M.

Case (1) would give us a nonsmooth curve of length � from p to q, which we
know is impossible. Thus, case (2) must hold. To get a contradiction out of this,
we show that this implies that expq has σ (ε) as a critical value.

Using that q is critical for expσ(ε), we find a Jacobi field J (t) : [ε, �] → TM

along σ|[ε,�] such that J (ε) = 0, J̇ (ε) �= 0 and J (�) = 0 (see chapter 6). Then
also J̇ (�) �= 0 as it solves a linear second order equation. Running backwards from
q to σ (ε) then shows that expq is critical at σ (ε). This however contradicts that
σ : [0, �] → M is a segment. �

By a similar analysis, we can prove

Lemma 43. If (M, g) is complete and Ric(M, g) ≥ (n− 1)k, then any distance
function r(x) = d(x, p) satisfies:

∆r(x) ≤ (n− 1)
sn′

k(r(x))
snk(r(x))

.



3. MANIFOLDS OF NONNEGATIVE RICCI CURVATURE 285

This lemma together with the maximum principle allows us to eliminate the
use of relative volume comparison in the proof of Cheng’s diameter theorem.

As in the other proof, consider r̃(x) = d(x, q), r(x) = d(x, p), where d(p, q) =
π/
√

k. Then we have r + r̃ ≥ π/
√

k, and equality will hold for any x ∈ M − {p, q}
that lies on a segment joining p and q. On the other hand, the above lemma tells
us that

∆(r + r̃) ≤ ∆r + ∆r̃

≤ (n− 1)
√

k cot(
√

kr(x)) + (n− 1)
√

k · (
√

kr̃(x))

≤ (n− 1)
√

k cot(
√

kr(x)) + (n− 1)
√

k cot
(√

k

(
π√
k
− r(x)

))
= (n− 1)

√
k(cot(

√
kr(x)) + cot(π −

√
kr(x))) = 0.

So r + r̃ is superharmonic on M − {p, q} and has a global minimum on this set.
Thus, the minimum principle tells us that r + r̃ = π/

√
k on M . The proof can now

be completed as before.

3.4. Busemann Functions. For the rest of this section we fix a complete
noncompact Riemannian manifold (M, g) with nonnegative Ricci curvature. Let
γ : [0,∞) → (M, g) be a unit speed ray, and define

bt(x) = d(x, γ(t))− t.

Proposition 40. (1) For fixed x, the function t → bt(x) is decreasing and
bounded in absolute value by d(x, γ(0)).

(2) |bt(x)− bt(y)| ≤ d(x, y).
(3) ∆bt(x) ≤ n−1

bt+t everywhere.

Proof. (2) and (3) are obvious, since bt(x)+t is a distance function from γ(t).
For (1), first observe that the triangle inequality implies

|bt(x)| = |d(x, γ(t)− t| = |d(x, γ(t))− d(γ(0), γ(t))| ≤ d(x, γ(0)).

Second, if s < t then

bt(x)− bs(x) = d(x, γ(t))− t− d(x, γ(s)) + s

= d(x, γ(t))− d(x, γ(s))− d(γ(t), γ(s))
≤ d(γ(t), γ(s))− d(γ(t), γ(s)) = 0.

�

This proposition shows that the family of functions {bt}t≥0 forms a pointwise
bounded equicontinuous family that is also pointwise decreasing. Thus, bt must
converge to a distance-decreasing function bγ satisfying

|bγ(x)− bγ(y)| ≤ d(x, y),
|bγ(x)| ≤ d(x, γ(0)),

and
bγ(γ(r)) = lim bt(γ(r)) = lim(d(γ(r), γ(t))− t) = −r.

This function bγ is called the Busemann function for γ and should be interpreted
as a distance function from “γ(∞).”
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Figure 9.5

Figure 9.6

Example 52. If M = (Rn, can), then all Busemann functions are of the form

bγ(x) = γ(0)− γ̇(0) · x
(see Figure 9.5).

The level sets b−1
γ (t) are called horospheres . In (Rn, can) these are obviously

hyperplanes.
Given our ray γ, as before, and p ∈ M , consider a family of unit speed segments

σt : [0, �t] → (M, g) from p to γ(t). As when we constructed rays, this family must
subconverge to some ray γ̃ : [0,∞) → M , with γ̃(0) = p. A ray coming from such a
construction is called an asymptote for γ from p (see Figure 9.6). Such asymptotes
from p need not be unique.

Proposition 41. (1) bγ(x) ≤ bγ(p) + bγ̃(x).
(2) bγ(γ̃(t)) = bγ(p) + bγ̃(γ̃(t)) = bγ(p)− t.

Proof. Let σi : [0, �i] → (M, g) be the segments converging to γ̃. To check
(1), observe that

d(x, γ(s))− s ≤ d(x, γ̃(t)) + d(γ̃(t), γ(s))− s

= d(x, γ̃(t))− t + d(p, γ̃(t)) + d(γ̃(t), γ(s))− s

→ d(x, γ̃(t))− t + d(p, γ̃(t)) + bγ(γ̃(t)) as s →∞.

Thus, we see that (1) is true provided that (2) is true. To establish (2), we notice
that

d(p, γ(ti)) = d(p, σi(s)) + d(σi(s), γ(ti))
for some sequence ti →∞. Now, σi(s) → γ̃(s), so we obtain

bγ(p) = lim(d(p, γ(ti))− ti)
= lim(d(p, γ̃(s)) + d(γ̃(s), γ(ti))− ti)
= d(p, γ̃(s)) + lim(d(γ̃(s), γ(ti))− ti)
= s + bγ(γ̃(s))
= −bγ̃(γ̃(s)) + bγ(γ̃(s)).

�
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Figure 9.7

We have now shown that bγ has bγ(p) + bγ̃ as support function from above at
p ∈ M .

Lemma 44. If Ric(M, g) ≥ 0, then ∆bγ ≤ 0 everywhere.

Proof. Since bγ(p) + bγ̃ is a support function from above at p, we only need
to check that ∆bγ̃(p) ≤ 0. To see this, observe that the functions

bt(x) = d(x, γ̃(t))− t

are actually support functions from above for bγ̃ at p. Furthermore, these functions
are smooth at p with

∆bt(p) ≤ n− 1
t

→ 0 as t →∞.

�
Now suppose (M, g) has Ric ≥ 0 and contains a line γ(t) : R → M . Let b+

be the Busemann function for γ : [0,∞) → M, and b− the Busemann function for
γ : (−∞, 0] → M . Thus,

b+(x) = lim
t→+∞(d(x, γ(t))− t),

b−(x) = lim
t→+∞(d(x, γ(−t))− t).

Clearly,
b+(x) + b−(x) = lim

t→+∞(d(x, γ(t)) + d(x, γ(−t))− 2t),

so by the triangle inequality(
b+ + b−

)
(x) ≥ 0 for all x.

Moreover, (
b+ + b−

)
(γ(t)) = 0

since γ is a line (see Figure 9.7).
This gives us a function b+ + b− with ∆(b+ + b−) ≤ 0 and a global minimum

at γ(t). The minimum principle then shows that b+ + b− = 0 everywhere. In
particular, b+ = −b− and ∆b+ = ∆b− = 0 everywhere.

To finish the proof of the splitting theorem, we still need to show that b± are
distance functions, i.e. |∇b±| ≡ 1. To see this, let p ∈ M and construct asymptotes
γ̃± for γ± from p. Then consider

b±t (x) = d(x, γ̃±(t))− t,

and observe:

b+
t (x) ≥ b+(x)− b+ (p) = −b−(x) + b− (p) ≥ −b−t (x)
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with equality holding for x = p. Since both b±t are smooth at p with unit gradient,
we must therefore have that ∇b+

t (p) = −∇b−t (p). Then also, b± must be differen-
tiable at p with unit gradient. We have therefore shown (without using that b± are
smooth from ∆b± = 0) that b± are everywhere differentiable with unit gradient.
The result that harmonic functions are smooth can now be invoked and the proof
is finished as explained in the beginning of the section.

3.5. Structure Results in Nonnegative Ricci Curvature. The splitting
theorem gives several nice structure results for compact manifolds with nonnegative
Ricci curvature.

Corollary 26. Sp × S1 does not admit any Ricci flat metrics when p = 2, 3.

Proof. The universal covering is Sp × R, As this space is disconnected at
infinity any metric with nonnegative Ricci curvature must split. If the original
metric is Ricci flat, then after the splitting, we will get a Ricci flat metric on Sp.
If p ≤ 3, such a metric must also be flat. But we know that Sp, p = 2, 3 do not
admit any flat metrics. �

When p ≥ 4 it is not known whether Sp admits a Ricci flat metric.

Theorem 69. (Structure Theorem for Nonnegative Ricci Curvature, Cheeger-
Gromoll, 1971) Suppose (M, g) is a compact Riemannian manifold with Ric ≥ 0.
Then the universal cover (M̃, g̃) splits isometrically as a product N ×Rp, where N
is a compact manifold.

Proof. By the splitting theorem, we can write M̃ = N × Rp, where N does
not contain any lines. Observe that if

γ(t) = (γ1(t), γ2(t)) ∈ N × Rp

is a geodesic, then both γi are geodesics, and if γ is a line, then both γi are also lines
unless they are constant. Thus, all lines in M̃ must be of the form γ(t) = (x, σ(t)),
where x ∈ N and σ is a line in Rp.

If N is not compact, then it must contain a ray γ(t) : [0,∞) → N . If π : M̃ →
M is the covering map, then we can consider c(t) = π ◦ (γ(t), 0) in M . This is of
course a geodesic in M, and since M is compact, there must be a sequence ti →∞
such that ċ(ti) → v ∈ TxM for some x ∈ M, v ∈ TxM . Choose x̃ ∈ M̃ such that
π(x̃) = x, and consider lifts γi(t) : [−ti,∞) → M̃ of c(t + ti), where Dπ(γ̇i(0)) =
ċ(ti) and γi(0) → x̃. On the one hand, these geodesics converge to a geodesic
γ̂ : (−∞,∞) → M̃ with γ̂(0) = x̃. On the other hand, since Dπ(γ̇(ti)) = ċ(ti),
there must be deck transformations gi ∈ π1(M) such that gi ◦ γ(t + ti) = γi(t).
Thus, the γis are rays and must converge to a line. From our earlier observations,
this line must be in Rp. The deck transformations gi therefore map γ̇(t+ ti), which
are tangent to N , to vectors that are almost perpendicular to N . This, however,
contradicts the following property for isometries on M̃.

Let F : M̃ → M̃ be an isometry, e.g., F = gi. If �(t) is a line in M̃, then F ◦ �

must also be a line in M̃ . Since all lines in M̃ lie in Rp and every vector tangent to
Rp is the velocity of some line, we see that for each c ∈ N we can find F1 (c) ∈ N
such that

F : {c} × Rp → {F1 (c)} × Rp.
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This implies that F must be of the form F = (F1, F2), where F1 : N → N is an
isometry and F2 : N × Rp → Rp. In particular, the tangent bundles TN and TRp

are preserved by DF. �

This theorem also gives a strong structure for π1(M). Consider the group G of
isometries on N that are split off by the action of π1 (M) on M̃ = N × Rp. Since
N is compact and G acts discretely on N we see that it is finite. The kernel of the
homomorphism π1 (M) → G is then a finite index subgroup that acts discretely
and cocompactly on Rp. Such groups are known as crystallographic groups and are
fairly well understood. It is a theorem of Bieberbach that any group of isometries
Γ ⊂ Iso (Rp) that is discrete and cocompact must contain a rank p Abelian group
Zp of finite index. This structure comes from the exact sequence

1 → Rp → Iso (Rp) → O (p) → 1,

where the map Iso (Rp) → O (p) is the assignment that takes the isometry Ox + v
to O. If we restrict this short exact sequence to Γ we see that the kernel is an
Abelian subgroup of Rp which acts discretely. This shows that it must be of the
form Zq where q ≤ p. If q < p, then the action of Zq leaves the q-dimensional
subspace V = span {Zq} invariant and therefore fixes the orthogonal complement.
This shows that the action can’t be cocompact. Finally we also note that the image
in O (p) is discrete and hence finite. (For more details see also [34], [96]). Note
that there are non-discrete actions of Zn on R for any n ≥ 1. To see this simply
take real numbers α1, ..., αn that are linearly independent over Q and use these as
a basis for the action. Note, however, that all orbits of this action are dense so it
is not a discrete action.

We can now prove some further results about the structure of compact mani-
folds with nonnegative Ricci curvature.

Corollary 27. Suppose (M, g) is a complete, compact Riemannian manifold
with Ric ≥ 0. If M is K(π, 1), i.e., the universal cover is contractible, then the
universal covering is Euclidean space and (M, g) is a flat manifold.

Proof. We know that M̃ = Rp × C, where C is compact. The only way in
which this space can be contractible is if C is contractible. But the only compact
manifold that is contractible is the one-point space. �

Corollary 28. If (M, g) is compact with Ric ≥ 0 and has Ric > 0 on some
tangent space TpM , then π1(M) is finite.

Proof. Since Ric > 0 on an entire tangent space, the universal cover cannot
split into a product Rp ×C, where p ≥ 1. Thus, the universal covering is compact.

�

Corollary 29. If (M, g) is compact and has Ric ≥ 0, then b1(M) ≤ dimM =
n, with equality holding iff (M, g) is a flat torus.

Proof. We always have a surjection

h : π1(M) → H1 (M, Z) ,

that maps loops to cycles. The above mentioned structure result for the fundamen-
tal groups shows that we have a finite index subgroup Zp ⊂ π1(M) with p ≤ n. The
image h (Zp) ⊂ H1 (M, Z) is therefore also of finite index. This shows that the rank
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of the torsion free part of H1 (M, Z) must be ≤ p. In case b1 = n, we must have
that p = n as h (Zp) otherwise couldn’t have finite index. This shows in addition
that

h|Zn : Zn → H1 (M, Z)

has trivial kernel as the image otherwise couldn’t have finite index. Thus M̃ = Rn

as p was the dimension of the Euclidean factor. Consequently M is flat. We now
observe that the kernel of

h : π1(M) → H1 (M, Z)

has to be a finite subgroup as it does not intersect the finite index subgroup Zn ⊂
π1(M). Since all isometries on Rn of finite order have a fixed point we have shown
that the inclusion Zn ⊂ π1(M) is an isomorphism. This shows that M is a torus. �

The penultimate result is a bit stronger than simply showing that H1 (M, R) =
0 as we did using the Bochner technique. The last result is equivalent to Bochner’s
theorem, but the proof is quite a bit different.

4. Further Study

The adventurous reader could consult [47] for further discussions. Anderson’s
article [2] contains the finiteness results for fundamental groups mentioned here
and also some interesting examples of manifolds with nonnegative Ricci curvature.
For the examples with almost maximal diameter we refer the reader to [3] and [74].
It is also worthwhile to consult the original paper on the splitting theorem [27]
and the elementary proof of it in [37]. We already mentioned in chapter 7 Gallot’s
contributions to Betti number bounds, and the reference [40] works here as well.
The reader should also consult the articles by Colding, Perel’man, and Zhu in [50]
to get an idea of how rapidly this subject has grown in the past few years.

5. Exercises

(1) With notation as in the first section:

dvol = λdr ∧ dvoln−1.

Show that µ = λ
1

n−1 satisfies

∂2
rµ ≤ − µ

n− 1
Ric (∂r, ∂r) ,

µ (0, θ) = 0,
lim
r→0

∂rµ (r, θ) = 1.

This can be used to show the desired estimates for the volume form as
well.

(2) Assume the distance function r = d (·, p) is smooth on B (p,R) . If in our
usual polar coordinates

Hessr =
sn′

k (r)
snk (r)

gr,

then all sectional curvatures on B (p,R) are equal to k.
(3) Show that if (M, g) has Ric ≥ (n− 1) k and for some p ∈ M we have

volB (p,R) = v (n, k,R) , then the metric has constant curvature k on
B (p,R) .
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(4) Let X be a vector field on a Riemannian manifold and consider Ft (p) =
expp (tX|p) .
(a) For v ∈ TpM show that J (t) = DFt (v) is a Jacobi field along t →

γ (t) = exp (tX) with the initial conditions J (0) = v, J̇ (0) = ∇vX.
(b) Select an orthonormal basis ei for TpM and let Ji (t) = DFt (ei) .

Show that

(det (DFt))
2 = det (g (Ji (t) , Jj (t))) .

(c) Show that as long as det (DFt) �= 0 it satisfies

d2(det (DFt))
1
n

dt2
≤ − (det (DFt))

1
n

n
Ric (γ̇, γ̇) .

Hint: Use that any n× n matrix satisfies (tr (A))2 ≤ ntr (A∗A) .
(5) Show that a complete manifold (M, g) with the property that

Ric ≥ 0,

lim
r→∞

volB (p, r)
ωnrn

= 1,

for some p ∈ M, must be isometric to Euclidean space.
(6) (Cheeger) The relative volume comparison estimate can be generalized as

follows: Suppose (M, g) has Ric ≥ (n− 1) k and dimension n.
(a) Select points p1, . . . , pk ∈ M. Then the function

r →
vol

(⋃k
i=1 B (pi, r)

)
v (n, k, r)

is nonincreasing and converges to k as r → 0.
(b) If A ⊂ M, then

r →
vol

(⋃
p∈A B (p, r)

)
v (n, k, r)

is nonincreasing. To prove this, use the above with the finite collec-
tion of points taken to be very dense in A.

(7) The absolute volume comparison can also be slightly generalized. Namely,
for p ∈ M and a subset Γ ⊂ TpM of unit vectors, consider the cones
defined in polar coordinates:

BΓ (p, r) = {(t, θ) ∈ M : t ≤ r and θ ∈ Γ} .

If RicM ≥ (n− 1) k, show that

volBΓ (p, r) ≤ volΓ ·
∫ r

0

(snk (t))n−1
dt.

(8) Let G be a compact connected Lie group with a bi-invariant metric. Use
the results from this chapter to prove
(a) If G has finite center, then G has finite fundamental group.
(b) A finite covering of G looks like G′×T k, where G′ is compact simply

connected, and T k is a torus.
(c) If G has finite fundamental group, then the center is finite.

(9) Show that a compact Riemannian manifold with irreducible restricted
holonomy and Ric ≥ 0 has finite fundamental group.
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(10) Let (M, g) be an n-dimensional Riemannian manifold that is isometric
to Euclidean space outside some compact subset K ⊂ M, i.e., M −K is
isometric to Rn−C for some compact set C ⊂ Rn. If Ricg ≥ 0, show that
M = Rn. (In chapter 7 we gave two different hints for this problem, here
is a third. Use the splitting theorem.)

(11) Show that if Ric ≥ n− 1, then diam ≤ π, by showing that if d (p, q) > π,
then

ep,q (x) = d (p, x) + d (x, q)− d (p, q)
has negative Laplacian at a local minimum.



CHAPTER 10

Convergence

In this chapter we will give an introduction to several of the convergence ideas
for Riemannian manifolds. The goal is to understand what it means for a sequence
of Riemannian manifolds, or more generally metric spaces, to converge to a space.
In the first section we develop the weakest convergence concept: Gromov-Hausdorff
convergence. We then go on to explain some of the elliptic regularity theory we
need for some of the later developments that use stronger types of convergence. In
section 3 we develop the idea of norms of Riemannian manifolds. This is a concept
developed by the author in the hope that it will make it easier to understand
convergence theory as a parallel to the easier Hölder theory for functions (as is
explained in section 2.) At the same time, we also feel that it has made some parts of
the theory more concise. In this section we examine some stronger convergence ideas
that were developed by Cheeger and Gromov and study their relation to the norms
of manifolds. These preliminary discussions will enable us in subsequent sections to
establish the convergence theorem of Riemannian geometry and its generalizations
by Anderson and others. These convergence theorems contain the Cheeger finiteness
theorem stating that certain very general classes of Riemannian manifolds contain
only finitely many diffeomorphism types.

The idea of measuring the distance between subspaces of a given space goes
back to Hausdorff and was extensively studied in the Polish and Russian schools of
topology. The more abstract versions we use here seem to begin with Shikata’s proof
of the differentiable sphere theorem. In Cheeger’s thesis, the idea that abstract
manifolds can converge to each other is also evident. In fact, as we shall see below,
he proved his finiteness theorem by showing that certain classes of manifolds are
precompact in various topologies. After these two early forays into convergence
theory it wasn’t until Gromov bombarded the mathematical community with his
highly original approaches to geometry that the theory developed further. He
introduced a very weak kind of convergence that is simply an abstract version
of Hausdorff distance. The first use of this new idea was to prove a group-theoretic
question about the nilpotency of groups with polynomial growth. Soon after the
introduction of this weak convergence, the earlier ideas on strong convergence by
Cheeger resurfaced. There are various conflicting accounts on who did what and
when. Certainly, the Russian school, notably Nikolaev and Berestovskii, deserve a
lot of credit for their work on synthetic geometry, which could and should have been
used in the convergence context. It appears that they were concerned primarily
with studying generalized metrics in their own right. By contrast, the western
school studied convergence and thereby developed an appreciation for studying
Riemannian manifolds with little regularity, and even metric spaces.

293
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1. Gromov-Hausdorff Convergence

1.1. Hausdorff Versus Gromov Convergence. At the beginning of the
twentieth century, Hausdorff introduced what we call the Hausdorff distance be-
tween subsets of a metric space. If (X, d) is the metric space and A,B ⊂ X, then
we define

d (A,B) = inf {d (a, b) : a ∈ A, b ∈ B} ,

B (A, ε) = {x ∈ X : d (x,A) < ε} ,

dH (A,B) = inf {ε : A ⊂ B (B, ε) , B ⊂ B (A, ε)} .

Thus, d (A,B) is small if some points in these sets are close, while the Hausdorff
distance dH (A,B) is small iff every point of A is close to a point in B and vice
versa. One can easily see that the Hausdorff distance defines a metric on the closed
subsets of X and that this collection is compact when X is compact.

We shall concern ourselves only with compact metric spaces and proper metric
spaces. The latter have by definition proper distance functions, i.e., all closed balls
are compact. This implies, in particular, that the spaces are separable, complete,
and locally compact.

Around 1980, Gromov extended this concept to a distance between abstract
metric spaces. If X and Y are metric spaces, then an admissible metric on the
disjoint union X  Y is a metric that extends the given metrics on X and Y. With
this we can define the Gromov-Hausdorff distance as

dG−H (X,Y ) = inf {dH (X,Y ) : admissible metrics on X  Y } .

Thus, we try to put a metric on X  Y such that X and Y are as close as possible
in the Hausdorff distance, with the constraint that the extended metric restricts to
the given metrics on X and Y. In other words, we are trying to define distances
between points in X and Y without violating the triangle inequality.

Example 53. If Y is the one-point space, then

dG−H (X,Y ) ≤ radX

= inf
y∈X

sup
x∈X

d (x, y)

= radius of smallest ball covering X.

Example 54. By defining d (x, y) = D/2, where diamX, diamY ≤ D and
x ∈ X, y ∈ Y we see that

dG−H (X,Y ) ≤ D/2.

Let (M, dG−H) denote the collection of compact metric spaces. We shall study
this class as a metric space in its own right. To justify this we must show that only
isometric spaces are within distance zero of each other.

Proposition 42. If X and Y are compact metric spaces with dG−H (X,Y ) = 0,
then X and Y are isometric.

Proof. Choose a sequence of metrics di on X  Y such that the Hausdorff
distance between X and Y in this metric is < i−1. Then we can find (possibly
discontinuous) maps

Ii : X → Y, where di (x, Ii (x)) ≤ i−1,

Ji : Y → X, where di (y, Ji (y)) ≤ i−1.
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Using the triangle inequality and that di restricted to either X or Y is the given
metric d on these spaces yields

d (Ii (x1) , Ii (x2)) ≤ 2i−1 + d (x1, x2) ,

d (Ji (y1) , Ji (y2)) ≤ 2i−1 + d (y1, y2) ,

d (x, Ji ◦ Ii (x)) ≤ 2i−1,

d (y, Ii ◦ Ji (y)) ≤ 2i−1.

We construct I : X → Y and J : Y → X as limits of these maps in the same
way the Arzela-Ascoli lemma is proved. For each x the sequence (Ii (x)) in Y has
an accumulation point since Y is compact. As in the Arzela-Ascoli lemma select
a dense countable set A ⊂ X. Using a diagonal argument select a subsequence Iij

such that Iij
(a) → I (a) for all a ∈ A. The first inequality now shows that I is

distance decreasing on A. In particular, it is uniformly continuous and therefore
has a unique extension to a map I : X → Y, which is also distance decreasing. In
a similar fashion we also get a distance decreasing map J : Y → X.

The last two inequalities imply that I and J are inverses to each other. It then
follows that both I and J are isometries. �

Both symmetry and the triangle inequality are easily established for dG−H .
Thus, (M, dG−H) is a pseudometric space, and if we consider equivalence classes of
isometric spaces it becomes a metric space. In fact, as we shall see, this metric space
is both complete and separable. First we show how spaces can be approximated by
finite metric spaces.

Example 55. Let X be compact and A ⊂ X a finite subset such that every
point in X is within distance ε of some element in A, i.e., dH (A,X) ≤ ε. Such sets
A are called ε-dense in X. It is then clear that if we use the metric on A induced by
X, then also dG−H (X,A) ≤ ε. The importance of this remark is that for any ε > 0
we can in fact find such finite subsets of X, since X is compact.

Example 56. Suppose we have ε-dense subsets

A = {x1, . . . , xk} ⊂ X,

B = {y1, . . . , yk} ⊂ Y,

with the further property that

|d (xi, xj)− d (yi, yj)| ≤ ε, 1 ≤ i, j ≤ k.

Then dG−H (X,Y ) ≤ 3ε. We already have that the finite subsets are ε-close to the
spaces, so by the triangle inequality it suffices to show that dG−H (A,B) ≤ ε. For
this we must exhibit a metric d on A  B that makes A and B ε-Hausdorff close.
Define

d (xi, yi) = ε,

d (xi, yj) = min
k
{d (xi, xk) + ε + d (yj , yk)} .

Thus, we have extended the given metrics on A and B in such a way that no points
from A and B get identified, and in addition the potential metric is symmetric. It
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then remains to check the triangle inequality. Here we must show

d (xi, yj) ≤ d (xi, z) + d (yj , z) ,

d (xi, xj) ≤ d (yk, xi) + d (yk, xj) ,

d (yi, yj) ≤ d (xk, yi) + d (xk, yj) .

It suffices to check the first two cases as the third is similar to the second. In the
first one we can assume that z = xk. Then we can find l such that

d (yj , xk) = ε + d (yj , yl) + d (xl, xk) .

Hence,

d (xi, xk) + d (yj , xk) = d (xi, xk) + ε + d (yj , yl) + d (xl, xk)
≥ d (xi, xl) + ε + d (yj , yl)
≥ d (xi, yj) .

For the second case select l,m with

d (yk, xi) = d (yk, yl) + ε + d (xl, xi) ,

d (yk, xj) = d (yk, ym) + ε + d (xm, xj) .

Then, using our assumption about the comparability of the metrics on A and B, we
have

d (yk, xi) + d (yk, xj) = d (yk, yl) + ε + d (xl, xi) + d (yk, ym) + ε + d (xm, xj)
≥ d (xk, xl) + d (xl, xi) + d (xk, xm) + d (xm, xj)
≥ d (xi, xj) .

Example 57. Suppose Mk = S3/Zk with the usual metric induced from S3 (1) .
Then we have a Riemannian submersion Mk → S2 (1/2) whose fibers have diameter
2π/k → 0 as k → ∞. Using the previous example, we can therefore easily check
that Mk → S2 (1/2) in the Gromov-Hausdorff topology.

One can similarly see that the Berger metrics
(
S3, gε

) → S2 (1/2) as ε → 0.
Notice that in both cases the volume goes to zero, but the curvatures and diameters
are uniformly bounded. In the second case the manifolds are even simply connected.
It should also be noted that the topology changes rather drastically from the sequence
to the limit, and in the first case the elements of the sequence even have mutually
different fundamental groups.

Proposition 43. The “metric space” (M, dG−H) is separable and complete.

Proof. To see that it is separable, first observe that the collection of all finite
metric spaces is dense in this collection. Now take the countable collection of all
finite metric spaces that in addition have the property that all distances are rational.
Clearly, this collection is dense as well.

To show completeness, select a Cauchy sequence {Xn} . To show convergence
of this sequence, it suffices to check that some subsequence is convergent. Select a
subsequence {Xi} such that dG−H (Xi, Xi+1) < 2−i for all i. Then select metrics
di,i+1 on Xi  Xi+1 making these spaces 2−i-Hausdorff close. Now define a metric
di,i+jon Xi  Xi+j by

di,i+j (xi, xi+j) = min
{xi+k∈Xi+k}

{
j−1∑
k=0

d (xi+k, xi+k+1)

}
.
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We have then defined a metric d on Y =  iXi with the property that in this metric
dH (Xi, Xi+j) ≤ 2−i+1. This metric space is not complete, but the “boundary” of
the completion is exactly our desired limit space. To define it, first consider

X̂ = {{xi} : xi ∈ Xi and d (xi, xj) → 0 as i, j →∞} .

This space has a pseudometric defined by

d ({xi} , {yi}) = lim
i→∞

d (xi, yi) .

Given that we are only considering Cauchy sequences {xi} , this must yield a metric
on the quotient space X, obtained by the equivalence relation

{xi} ∼ {yi} iff d ({xi} , {yi}) = 0.

Now we can extend the metric on Y to one on X  Y by declaring

d (xk, {xi}) = lim
i→∞

d (xk, xi) .

Using that dH (Xj , Xj+1) ≤ 2−j , we can for any xi ∈ Xi find a sequence {xi+j} ∈ X̂
such that xi+0 = xi and d (xi+j , xi+j+1) ≤ 2−j . Then we must have d (xi, {xi+j}) ≤
2−i+1. Thus, every Xi is 2−i+1-close to the limit space X. Conversely, for any given
sequence {xi} we can find an equivalent sequence {yi} with the property that
d (yk, {yi}) ≤ 2−k+1 for all k. Thus, X is 2−i+1-close to Xi. �

From the proof of this theorem we get the useful information that Gromov-
Hausdorff convergence can always be thought of as Hausdorff convergence. In other
words, if we know that Xi → X in the Gromov-Hausdorff sense, then after possibly
passing to a subsequence, we can assume that there is a metric on X  ( iXi)
in which Xi Hausdorff converges to X. With such a selection of a metric, it then
makes sense to say that xi → x, where xi ∈ Xi and x ∈ X. We shall often use this
without explicitly mentioning a choice of ambient metric on X  ( iXi) .

There is an equivalent way of picturing convergence. For a compact metric
space X, let C (X) denote the continuous functions on X, and L∞ (X) the bounded
measurable functions with the sup-norm (not the essential sup-norm). We know
that L∞ (X) is a Banach space. When X is bounded, we construct a map X →
L∞ (X) , by sending x to the continuous function d (x, ·) . This is usually called the
Kuratowski embedding when we consider it as a map into C (X) . From the triangle
inequality, we can easily see that this is in fact a distance-preserving map. Thus,
any compact metric space is isometric to a subset of some Banach space L∞ (X) .
The important observation now is that two such spaces L∞ (X) and L∞ (Y ) are
isometric if the spaces X and Y are Borel equivalent (there exists a measurable
bijection). Also, if X ⊂ Y, then L∞ (X) sits isometrically as a linear subspace
of L∞ (Y ) . Now recall that any compact metric space is Borel equivalent to some
subset of [0, 1] . Thus all compact metric spaces X are isometric to some subset of
L∞ ([0, 1]) . We can then define

dG−H (X,Y ) = inf dH (i (X) , j (Y )) ,

where i : X → L∞ ([0, 1]) and j : Y → L∞ ([0, 1]) are distance-preserving maps.
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1.2. Pointed Convergence. So far, we haven’t really dealt with noncompact
spaces. There is, of course, nothing wrong with defining the Gromov-Hausdorff
distance between unbounded spaces, but it will almost never be finite. In order
to change this, we should have in mind what is done for convergence of functions
on unbounded domains. There, one usually speaks about convergence on compact
subsets. To do something similar, we first define the pointed Gromov-Hausdorff
distance

dG−H ((X,x) , (Y, y)) = inf {dH (X,Y ) + d (x, y)} .

Here we take as usual the infimum over all Hausdorff distances and in addition
require the selected points to be close. The above results are still true for this
modified distance. We can then introduce the Gromov-Hausdorff topology on the
collection of proper pointed metric spaces M∗ = {(X,x, d)} in the following way:
We say that

(Xi, xi, di) → (X,x, d)

in the pointed Gromov-Hausdorff topology if for all R, the closed metric balls(
B̄ (xi, R) , xi, di

)→ (
B̄ (x,R) , x, d

)
converge with respect to the pointed Gromov-Hausdorff metric.

1.3. Convergence of Maps. We shall also have recourse to speak about
convergence of maps . Suppose we have

fk : Xk → Yk,

Xk → X,

Yk → Y .

Then we say that fk converges to f : X → Y if for every sequence xk ∈ Xk

converging to x ∈ X we have that fk (xk) → f (x) . This definition obviously
depends in some sort of way on having the spaces converge in the Hausdorff sense,
but we shall ignore this. It is also a very strong kind of convergence for if we
assume that Xk = X, Yk = Y, and fk = f, then f can converge to itself only if it
is continuous.

Note also that convergence of functions preserves such properties as being dis-
tance preserving or submetries.

Another useful observation is that we can regard the sequence of maps fk as
one continuous map

F : ( iXi) → Y  ( iYi) .

The sequence converges iff this map has an extension

X  ( iXi) → Y  ( iYi) ,

in which case the limit map is the restriction to X. Thus, a sequence is convergent
iff the map

F : ( iXi) → Y  ( iYi)

is uniformly continuous.
A sequence of functions as above is called equicontinuous, if for every ε > 0

there is an δ > 0 such that

fk (B (xk, δ)) ⊂ B (fk (xk) , ε)
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for all k and xk ∈ Xk. A sequence is therefore equicontinuous if, for example, all
the functions are Lipschitz continuous with the same Lipschitz constant. As for
standard equicontinuous sequences, we have the Arzela-Ascoli lemma:

Lemma 45. An equicontinuous family fk : Xk → Yk, where Xk → X, and
Yk → Y in the (pointed) Gromov-Hausdorff topology, has a convergent subsequence.
When the spaces are not compact, we also assume that fk preserves the base point.

Proof. The standard proof carries over without much change. Namely, first
choose dense subsets

Ai =
{
ai
1, a

i
2, . . .

} ⊂ Xi

such that the sequences {
ai

j

}→ aj ∈ X.

Then also, A = {aj} ⊂ X is dense. Next, use a diagonal argument to find a
subsequence of functions that converge on the above sequences. Finally, show that
this sequence converges as promised. �

1.4. Compactness of Classes of Metric Spaces. We now turn our atten-
tion to conditions that ensure convergence of spaces. More precisely we want some
good criteria for when a collection of (pointed) spaces is precompact (i.e., closure
is compact).

For a compact metric space X, define the capacity and covering as follows

Cap (ε) = CapX (ε) = maximum number of disjoint
ε

2
-balls in X,

Cov (ε) = CovX (ε) = minimum number of ε-balls it takes to cover X.

First, we observe that Cov (ε) ≤ Cap (ε) .To see this select disjoint balls B
(
xi,

ε
2

)
,

then consider the collection B (xi, ε). In case the latter do not cover X there ex-
ists x ∈ X − ∪B (xi, ε) . This would imply that B

(
x, ε

2

)
is disjoint from all of the

balls B
(
xi,

ε
2

)
. Thus showing that the former balls do not form a maximal disjoint

family.
Another important observation is that if two compact metric spaces X and Y

satisfy dG−H (X,Y ) < δ, then it follows from the triangle inequality that:

CovX (ε + 2δ) ≤ CovY (ε) ,

CapX (ε) ≥ CapY (ε + 2δ) .

With this information we can now characterize precompact classes of compact met-
ric spaces.

Proposition 44. (M. Gromov, 1980) For a class C ⊂ (M, dG−H) , the follow-
ing statements are equivalent:

(1) C is precompact, i.e., every sequence in C has a subsequence that is conver-
gent in (M, dG−H) .

(2) There is a function N1 (ε) : (0, α) → (0,∞) such that CapX (ε) ≤ N1 (ε)
for all X ∈ C.

(3) There is a function N2 (ε) : (0, α) → (0,∞) such that CovX (ε) ≤ N2 (ε)
for all X ∈ C.
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Proof. (1) ⇒ (2): If C is precompact, then for every ε > 0 we can find
X1, . . . , Xk ∈ C such that for any X ∈ C we have that dG−H (X,Xi) < ε

4 for some
i. Then

CapX (ε) ≤ CapXi

(ε

2

)
≤ max

i
CapXi

(ε

2

)
.

This gives a bound for CapX (ε) for each ε > 0.
(2) ⇒ (3) Use N2 = N1.
(3) ⇒ (1): It suffices to show that C is totally bounded, i.e., for each ε > 0 we

can find finitely many metric spaces X1, . . . , Xk ∈ M such that any metric space
in C is within ε of some Xi in the Gromov-Hausdorff metric. Since

CovX

(ε

2

)
≤ N

(ε

2

)
,

we know that any X ∈ C is within ε
2 of a finite subset with at most N

(
ε
2

)
elements

in it. Using the induced metric we think of these finite subsets as finite metric
spaces. Next, observe that

diamX ≤ 2δCovX (δ)

for any fixed δ. This means that these finite metric spaces have no distances that
are bigger than εN

(
ε
2

)
. The metric on such a finite metric space then consists of a

matrix (dij) , 1 ≤ i, j ≤ N
(

ε
2

)
, where each entry satisfies dij ∈

[
0, εN

(
ε
2

)]
. From

among all such finite metric spaces it is then possible to select a finite number of
them such that any of the matrices (dij) is within ε

2 of one matrix from the finite
selection of matrices. This means that the spaces are within ε

2 of each other. We
have then found the desired finite collection of metric spaces. �

As a corollary we can also get a precompactness theorem in the pointed cate-
gory.

Corollary 30. A collection C ⊂ M∗ is precompact iff for each R > 0 the
collection

{B (x,R) : B (x,R) ⊂ (X,x) ∈ C} ⊂ (M, dG−H)

is precompact.

Using the relative volume comparison theorem we can now show

Corollary 31. For any integer n ≥ 2, k ∈ R, and D > 0 we have that the
following classes are precompact:

(1) The collection of closed Riemannian n-manifolds with Ric ≥ (n− 1) k and
diam ≤ D.

(2) The collection of pointed complete Riemannian n-manifolds with Ric ≥
(n− 1) k.

Proof. It suffices to prove (2). Fix R > 0. We have to show that there can’t
be too many disjoint balls inside B (x,R) ⊂ M. To see this, suppose B (x1, ε) , . . . ,
B (x�, ε) ⊂ B (x,R) are disjoint. If B (xi, ε) is the ball with the smallest volume,
we have

� ≤ volB (x,R)
volB (xi, ε)

≤ volB (xi, 2R)
volB (xi, ε)

≤ v (n, k, 2R)
v (n, k, ε)

.

This gives the desired bound. �



2. HÖLDER SPACES AND SCHAUDER ESTIMATES 301

It seems intuitively clear that an n-dimensional space should have Cov (ε) ∼
ε−n as ε → 0. In fact, the Minkowski dimension of a metric space is defined as

dimX = lim sup
ε→0

log Cov (ε)
− log ε

.

This definition will in fact give the right answer for Riemannian manifolds. Some
fractal spaces might, however, have nonintegral dimension. Now observe that

v (n, k, 2R)
v (n, k, ε)

∼ ε−n.

Therefore, if we can show that covering functions carry over to limit spaces, then
we will have shown that manifolds with lower curvature bounds can only collapse
in dimension.

Lemma 46. Let C (N (ε)) be the collection of metric spaces with Cov (ε) ≤
N (ε) . Suppose N is continuous. Then C (N (ε)) is compact.

Proof. We already know that this class is precompact. So we only have to
show that if Xi → X and CovXi

(ε) ≤ N (ε) , then also CovX (ε) ≤ N (ε) . This
follows easily from

CovX (ε) ≤ CovXi
(ε− 2dG−H (X,Xi)) ≤ N (ε− 2dG−H (X,Xi)) ,

and
N (ε− 2dG−H (X,Xi)) → N (ε) as i →∞.

�

2. Hölder Spaces and Schauder Estimates

First, we shall define the Hölder norms and Hölder spaces. We will then briefly
discuss the necessary estimates we need for elliptic operators for later applications.
The standard reference for all the material here is the classic book by Courant and
Hilbert [30], especially chapter IV, and the thorough text [44], especially chapters
1-6. A more modern text that also explains how PDE’s are used in geometry,
including some of the facts we need, is [90], especially vol. III.

2.1. Hölder Spaces. Let us fix a bounded domain Ω ⊂ Rn. The bounded
continuous functions from Ω to Rk are denoted by C0

(
Ω, Rk

)
, and we use the

sup-norm, denoted by
‖u‖C0 = sup

x∈Ω
|u (x)| ,

on this space. This makes C0
(
Ω, Rk

)
into a Banach space. We wish to generalize

this so that we still have a Banach space, but in addition also take into account
derivatives of the functions. The first natural thing to do is to define Cm

(
Ω, Rk

)
as the functions with m continuous partial derivatives. Using multi-index notation,
we define

∂iu = ∂i1
1 · · · ∂in

n u =
∂lu

∂ (x1)i1 · · · ∂ (xn)in
,

where i = (i1, . . . , in) and l = |i| = i1 + · · ·+ in. Then the Cm-norm is

‖u‖Cm = sup
x∈Ω

|u (x)|+
∑

1≤|i|≤m

sup
Ω

∣∣∂iu
∣∣ .
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This norm does result in a Banach space, but the inclusions

Cm
(
Ω, Rk

) ⊂ Cm−1
(
Ω, Rk

)
do not yield closed subspaces. For instance, f (x) = |x| is in the closure of

C1 ([−1, 1] , R) ⊂ C0 ([−1, 1] , R) .

To accommodate this problem, we define for each α ∈ (0, 1] the Cα-pseudonorm
of u : Ω → Rk as

‖u‖α = sup
x,y∈Ω

|u (x)− u (y)|
|x− y|α .

When α = 1, this gives the best Lipschitz constant for u.
Define the Hölder space Cm,α

(
Ω, Rk

)
as being the functions in Cm

(
Ω, Rk

)
such that all mth-order partial derivatives have finite Cα-pseudonorm. On this
space we use the norm

‖u‖Cm,α = ‖u‖Cm +
∑
|i|=m

∥∥∂iu
∥∥

α
.

If we wish to be specific about the domain, then we write

‖u‖Cm,α,Ω .

We can now show

Lemma 47. Cm,α
(
Ω, Rk

)
is a Banach space with the Cm,α-norm. Furthermore,

the inclusion
Cm,α

(
Ω, Rk

) ⊂ Cm,β
(
Ω, Rk

)
,

where β < α is always compact, i.e., it maps closed bounded sets to compact sets.

Proof. We only need to show this in the case where m = 0; the more general
case is then a fairly immediate consequence.

First, we must show that any Cauchy sequence {ui} in Cα
(
Ω, Rk

)
converges.

Since it is also a Cauchy sequence in C0
(
Ω, Rk

)
we have that ui → u ∈ C0 in the

C0-norm. For fixed x �= y observe that

|ui (x)− ui (y)|
|x− y|α → |u (x)− u (y)|

|x− y|α .

As the left-hand side is uniformly bounded, we also get that the right-hand side is
bounded, thus showing that u ∈ Cα.

Finally select ε > 0 and N so that for i, j ≥ N and x �= y

|(ui (x)− uj (x))− (ui (y)− uj (y))|
|x− y|α ≤ ε.

If we let j →∞, this shows that

|(ui (x)− u (x))− (ui (y)− u (y))|
|x− y|α ≤ ε.

Hence ui → u in the Cα-topology.
Now for the last statement. A bounded sequence in Cα

(
Ω, Rk

)
is equicontin-

uous so the inclusion
Cα

(
Ω, Rk

) ⊂ C0
(
Ω, Rk

)
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is compact. We then use

|u (x)− u (y)|
|x− y|β

=
( |u (x)− u (y)|

|x− y|α
)β/α

· |u (x)− u (y)|1−β/α

to conclude that
‖u‖β ≤ (‖u‖α)β/α · (2 · ‖u‖C0)1−β/α

.

Therefore, a sequence that converges in C0 and is bounded in Cα, also converges
in Cβ , as long as β < α ≤ 1. �

2.2. Elliptic Estimates. We now turn our attention to elliptic operators. We
shall consider equations of the form

Lu = aij∂i∂ju + bi∂iu = f,

where aij = aji. The operator is called elliptic if the matrix
(
aij

)
is positive definite.

Throughout we assume that all eigenvalues for
(
aij

)
lie in some interval

[
λ, λ−1

]
,

λ > 0, and that the coefficients are bounded∥∥aij
∥∥

α
≤ λ−1,∥∥bi

∥∥
α
≤ λ−1.

Let us state without proof the a priori estimates, usually called the Schauder esti-
mates, or elliptic estimates, that we shall need.

Theorem 70. Let Ω ⊂ Rn be an open domain of diameter ≤ D and K ⊂ Ω
a subdomain such that d (K, ∂Ω) ≥ δ. Moreover assume α ∈ (0, 1) , then there is a
constant C = C (n, α, λ, δ,D) such that

‖u‖C2,α,K ≤ C
(
‖Lu‖Cα,Ω + ‖u‖Cα,Ω

)
,

‖u‖C1,α,K ≤ C
(
‖Lu‖C0,Ω + ‖u‖Cα,Ω

)
.

Furthermore, if Ω has smooth boundary and u = ϕ on ∂Ω, then there is a constant
C = C (n, α, λ,D) such that on all of Ω we have

‖u‖C2,α,Ω ≤ C
(
‖Lu‖Cα,Ω + ‖ϕ‖C2,α,∂Ω

)
.

One way of proving these results is to establish them first for the simplest
operator:

Lu = ∆u = δij∂i∂ju.

Then observe that a linear change of coordinates shows that we can handle operators
with constant coefficients:

Lu = ∆u = aij∂i∂ju.

Finally, Schauder’s trick is that the assumptions about the functions aij imply that
they are almost constant locally. A partition of unity type argument then finishes
the analysis.

The first-order term doesn’t cause much trouble and can even be swept under
the rug in the case where the operator is in divergence form:

Lu = aij∂i∂ju + bi∂iu = ∂i

(
aij∂ju

)
.

Such operators are particularly nice when one wishes to use integration by parts,
as we have ∫

Ω

(
∂i

(
aij∂ju

))
h = −

∫
Ω

aij∂ju∂ih
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when h = 0 on ∂Ω. This is interesting in the context of geometric operators, as the
Laplacian on manifolds in local coordinates looks like

Lu = ∆gu

=
1√

detgij

∂i

(√
detgij · gij · ∂ju

)
.

The above theorem has an almost immediate corollary.

Corollary 32. If in addition we assume that
∥∥aij

∥∥
Cm,α ,

∥∥bi
∥∥

Cm,α ≤ λ−1,
then there is a constant C = C (n,m,α, λ, δ,D) such that

‖u‖Cm+2,α,K ≤ C
(
‖Lu‖Cm,α,Ω + ‖u‖Cα,Ω

)
.

And on a domain with smooth boundary,

‖u‖Cm+2,α,Ω ≤ C
(
‖Lu‖Cm,α,Ω + ‖ϕ‖Cm+2,α,∂Ω

)
.

The Schauder estimates can be used to show that the Dirichlet problem always
has a unique solution.

Theorem 71. Suppose Ω ⊂ Rn is a bounded domain with smooth boundary,
then the Dirichlet problem

Lu = f,

u|∂Ω = ϕ

always has a unique solution u ∈ C2,α (Ω) if f ∈ Cα (Ω) and ϕ ∈ C2,α (∂Ω) .

Observe that uniqueness is an immediate consequence of the maximum princi-
ple. The existence part requires a bit more work.

2.3. Harmonic Coordinates. The above theorem makes it possible to in-
troduce harmonic coordinates on Riemannian manifolds.

Lemma 48. If (M, g) is an n-dimensional Riemannian manifold and p ∈ M,
then there is a neighborhood U � p on which we can find a harmonic coordinate
system

x =
(
x1, . . . , xn

)
: U → Rn,

i.e., a coordinate system such that the functions xi are harmonic with respect to the
Laplacian on (M, g) .

Proof. First select a coordinate system y =
(
y1, . . . , yn

)
on a neighborhood

around p such that y (p) = 0. We can then think of M as being an open subset of
Rn and p = 0. The metric g is written as

g = gij = g (∂i, ∂j) = g

(
∂

∂yi
,

∂

∂yj

)
in the standard Cartesian coordinates

(
y1, . . . , yn

)
. We must then find a coordinate

transformation y → x such that

∆xk =
1√

detgij

∂i

(√
detgij · gij · ∂jx

k
)

= 0
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To find these coordinates, fix a small ball B (0, ε) and solve the Dirichlet problem

∆xk = 0
xk = yk on ∂B (0, ε)

We have then found n harmonic functions that should be close to the original coor-
dinates. The only problem is that we don’t know if they actually are coordinates.
The Schauder estimates tell us that

‖x− y‖C2,α,B(0,ε) ≤ C

(
‖∆(x− y)‖Cα,B(0,ε) +

∥∥∥(x− y)|∂B(0,ε)

∥∥∥
C2,α,∂B(0,ε)

)
= C ‖∆y‖Cα,B(0,ε) .

If matters were arranged such that

‖∆y‖Cα,B(0,ε) → 0 as ε → 0,

then we could conclude that Dx and Dy are close for small ε. Since y does form
a coordinates system, we would then also be able to conclude that x formed a
coordinate system.

Now we just observe that if y were chosen as exponential Cartesian coordinates,
then we would have that ∂kgij = 0 at p. The formula for ∆y then shows that ∆y = 0
at p. Hence, we have

‖∆y‖Cα,B(0,ε) → 0 as ε → 0.

Finally recall that the constant C depends only on an upper bound for the diameter
of the domain aside from α, n, λ. Thus,

‖x− y‖C2,α,B(0,ε) → 0 as ε → 0.

�

One reason for using harmonic coordinates on Riemannian manifolds is that
both the Laplacian and Ricci curvature tensor have particularly nice formulae in
such coordinates.

Lemma 49. Let (M, g) be an n-dimensional Riemannian manifold and suppose
we have a harmonic coordinate system x : U → Rn. Then

(1) ∆u = 1√
detgst

∂i

(√
detgst · gij · ∂ju

)
= gij∂i∂ju.

(2) 1
2∆gij + Q (g, ∂g) = −Ricij = −Ric (∂i, ∂j) . Here Q is some universal

analytic expression that is polynomial in the matrix g, quadratic in ∂g, and a de-
nominator term depending on

√
detgij .
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Proof. (1) By definition, we have that

0 = ∆xk

=
1√

detgst
∂i

(√
detgst · gij · ∂jx

k
)

= gij∂i∂jx
k +

1√
detgst

∂i

(√
detgst · gij

)
· ∂jx

k

= gij∂iδ
k
j +

1√
detgst

∂i

(√
detgst · gij

)
· δk

j

= 0 +
1√

detgst

∂i

(√
detgst · gik

)
=

1√
detgst

∂i

(√
detgst · gik

)
.

Thus, it follows that

∆u =
1√

detgst
∂i

(√
detgst · gij · ∂ju

)
= gij∂i∂ju +

1√
detgst

∂i

(√
detgst · gij

)
· ∂ju

= gij∂i∂ju.

(2) Recall that if u is harmonic, then the Bochner formula for ∇u is

∆
(

1
2
|∇u|2

)
= |Hessu|2 + Ric (∇u,∇u) .

Here the term |Hessu|2 can be computed explicitly and depends only on the metric
and its first derivatives. In particular,

1
2
∆g

(∇xk,∇xk
)− ∣∣Hessxk

∣∣2 = Ric
(∇xk,∇xk

)
.

Polarizing this quadratic expression gives us an identity of the form

1
2
∆g

(∇xi,∇xj
)− g

(
Hessxi,Hessxj

)
= Ric

(∇xi,∇xj
)
.

Now use that

∇xk = gij∂jx
k∂i = gik∂i

to see that g
(∇xi,∇xj

)
= gij . We then have

1
2
∆gij − g

(
Hessxi,Hessxj

)
= Ric

(∇xi,∇xj
)
,

which in matrix form looks like

1
2
[
∆gij

]− [
g
(
Hessxi,Hessxj

)]
=

[
gik

] · [Ric (∂k, ∂l)] ·
[
glj

]
.

This is, of course, not the promised formula. Instead, it is a similar formula for
the inverse of (gij) . One can now use the matrix equation [gik] · [gkj

]
=

[
δj

i

]
to
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conclude that

0 = ∆
(
[gik] · [gkj

])
= [∆gik] · [gkj

]
+ 2

[∑
k

g
(∇gik,∇gkj

)]
+ [gik] · [∆gkj

]
= [∆gik] · [gkj

]
+ 2 [∇gik] · [∇gkj

]
+ [gik] · [∆gkj

]
Inserting this in the above equation yields

[∆gij ] = −2 [∇gik] · [∇gkl
] · [glj ]− [gik] · [∆gkl

] · [glj ]

= −2 [∇gik] · [∇gkl
] · [glj ]

−2 [gik] · [g (
Hessxk,Hessxl

)] · [glj ]

−2 [gik] · [gks
] · [Ric (∂s, ∂t)] ·

[
gtl

] · [glj ]

= −2 [∇gik] · [∇gkl
] · [glj ]− 2 [gik] · [g (

Hessxk,Hessxl
)] · [glj ]

−2 [Ric (∂i, ∂j)] .

Each entry in these matrices then satisfies

1
2
∆gij + Qij (g, ∂g) = −Ricij ,

Qij = −2
∑
k,l

g
(∇gik,∇gkl

) · glj

−2
∑
k,l

gik · g
(
Hessxk,Hessxl

) · glj .

�

It is interesting to apply this formula to the case of an Einstein metric, where
Ricij = (n− 1) kgij. In this case, it reads

1
2
∆gij = − (n− 1) kgij −Q (g, ∂g) .

This formula makes sense even when gij is only C1,α. Namely, multiply by some
test function, integrate, and use integration by parts to obtain a formula that uses
only first derivatives of gij . If now gij is C1,α, then the left-hand side lies in Cα; but
then our elliptic estimates show that gij must be in C2,α. This can be continued
until we have that the metric is C∞. In fact, one can even show that it is analytic.
We can therefore conclude that any metric which in harmonic coordinates is a weak
solution to the Einstein equation must in fact be smooth. We have obviously left
out a few details about weak solutions. A detailed account can be found in [90,
vol. III].

3. Norms and Convergence of Manifolds

We shall now explain how the Cm,α norm and convergence concepts for func-
tions generalize to Riemannian manifolds. We shall also see how these ideas can be
used to prove various compactness and finiteness theorems for classes of Riemannian
manifolds.
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3.1. Norms of Riemannian Manifolds. Before defining norms for mani-
folds, let us discuss which spaces should have norm zero. Clearly Euclidean space
is a candidate. But what about open subsets of Euclidean space and other flat man-
ifolds? If we agree that all open subsets of Euclidean space also have norm zero,
then any flat manifold becomes a union of manifolds with norm zero and should
therefore also have norm zero. In order to create a useful theory, it is often best to
have only one space with zero norm. Thus we must agree that subsets of Euclidean
space cannot have norm zero. To accommodate this problem, we define a family of
norms of a Riemannian manifold, i.e., we use a function N : (0,∞) → (0,∞) rather
than just a number. The number N (r) then measures the degree of flatness on the
scale of r, where the standard measure of flatness on the scale of r is the Euclidean
ball B (0, r) . For small r, all flat manifolds then have norm zero; but as r increases
we see that the space looks less and less like B (0, r) , and therefore the norm will
become positive unless the space is Euclidean space.

For the precise definition, suppose A is a subset of a Riemannian n-manifold
(M, g) . We say that the Cm,α-norm on the scale of r of A ⊂ (M, g):

‖A ⊂ (M, g)‖Cm,α,r ≤ Q,

if we can find charts

ϕs : B (0, r) ⊂ Rn ←→ Us ⊂ M

such that
(n1) Every ball B

(
p, 1

10e−Qr
)
, p ∈ A is contained in some Us.

(n2) |Dϕs| ≤ eQ on B (0, r) and
∣∣Dϕ−1

s

∣∣ ≤ eQ on Us.
(n3) r|j|+α

∥∥Djgs··
∥∥

α
≤ Q for all multi indices j with 0 ≤ |j| ≤ m.

(n4)
∥∥ϕ−1

s ◦ ϕt

∥∥
Cm+1,α ≤ (10 + r) eQ.

Here gs·· is the matrix of functions of metric coefficients in the ϕs coordinates
regarded as a matrix on B (0, r) .

First, observe that we think of the charts as maps from the fixed space B (0, r)
into the manifold. This is in order to have domains for the functions which do not
refer to M itself. This simplifies some technical issues and makes it more clear that
we are trying to measure how different the manifolds are from the standard objects,
namely, Euclidean balls. The first condition says that we have a Lebesgue number
for the covering of A. The second condition tells us that in the chosen coordinates
the metric coefficients are bounded from below and above (in particular, we have
uniform ellipticity for the Laplacian). The third condition gives us bounds on
the derivatives of the metric. The fourth condition is included to ensure that the
bounds for the metric in individual coordinates don’t vary drastically in places
where coordinates overlap. This last condition can be eliminated in many cases.
We shall give another norm concept below that does this.

It will be necessary on occasion to work with Riemannian manifolds that are
not smooth. The above definition clearly only requires that the metric be Cm,α in
the coordinates we use, and so there is no reason to assume more about the metric.
Some of the basic constructions, like exponential maps, then come into question,
and indeed, if m ≤ 1 these items might not be well-defined. We shall therefore have
to be a little careful in some situations.

When it is clear from the context where A is, we shall merely write ‖A‖Cm,α,r ,

or for the whole space, ‖(M, g)‖Cm,α,r or ‖M‖Cm,α,r . If A is precompact in M, then
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it is clear that the norm is bounded for all r. For unbounded domains or manifolds
the norm might not be finite.

Example 58. Suppose (M, g) is a complete flat manifold. Then ‖(M, g)‖Cm,α,r

= 0 for all r ≤ inj (M, g) . In particular, ‖(Rn, can)‖Cm,α,r = 0 for all r. We shall
later see that these properties characterize flat manifolds and Euclidean space.

3.2. Convergence of Riemannian Manifolds. Now for the convergence
concept that relates to this new norm. As we can’t subtract manifolds, we have to
resort to a different method for defining this. If we fix a closed manifold M, or more
generally a precompact subset A ⊂ M, then we say that a sequence of functions on
A converges in Cm,α, if they converge in the charts for some fixed finite covering
of coordinate patches. This definition is clearly independent of the finite covering
we choose. We can then more generally say that a sequence of tensors converges in
Cm,α if the components of the tensors converge in these patches. This then makes
it possible to speak about convergence of Riemannian metrics on compact subsets
of a fixed manifold.

A sequence of pointed complete Riemannian manifolds is said to converge in
the pointed Cm,α topology (Mi, pi, gi) → (M,p, g) if for every R > 0 we can find
a domain Ω ⊃ B (p,R) ⊂ M and embeddings Fi : Ω → Mi for large i such that
Fi (Ω) ⊃ B (pi, R) and F ∗

i gi → g on Ω in the Cm,α topology. It is easy to see that
this type of convergence implies pointed Gromov-Hausdorff convergence. When
all manifolds in question are closed, then we have that the maps Fi are diffeo-
morphisms. This means that for closed manifolds we can speak about unpointed
convergence. In this case, convergence can therefore only happen if all the mani-
folds in the tail end of the sequence are diffeomorphic. In particular, we have that
classes of closed Riemannian manifolds that are precompact in some Cm,α topology
contain at most finitely many diffeomorphism types.

A warning about this kind of convergence is in order here. Suppose we have
a sequence of metrics gi on a fixed manifold M. It is possible that these metrics
might converge in the sense just defined, without converging in the traditional sense
of converging in some fixed coordinate systems. To be more specific, let g be the
standard metric on M = S2. Now define diffeomorphisms Ft coming from the flow
corresponding to the vector field that is 0 at the north and south poles and otherwise
points in the direction of the south pole. As t increases, the diffeomorphisms will
try to map the whole sphere down to a small neighborhood of the south pole. The
metrics F ∗

t g will therefore in some fixed coordinates converge to 0 (except at the
poles). They can therefore not converge in the classical sense. If, however, we pull
these metrics back by the diffeomorphisms F−t, then we just get back to g. Thus
the sequence (M, gt) , from the new point of view we are considering, is a constant
sequence. This is really the right way to think about this as the spaces

(
S2, F ∗

t g
)

are all isometric as abstract metric spaces.

3.3. Properties of the Norm. Let us now consider some of the elementary
properties of norms and their relation to convergence.

Proposition 45. If A ⊂ (M, g) is precompact, then
(1) ‖A ⊂ (M, g)‖Cm,α,r =

∥∥A ⊂ (
M,λ2g

)∥∥
Cm,α,λr

for all λ > 0.

(2) The function r → ‖A ⊂ (M, g)‖Cm,α,r is continuous and converges to 0 as
r → 0.
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(3) Suppose (Mi, pi, gi) → (M,p, g) in Cm,α. Then for a precompact domain
A ⊂ M we can find precompact domains Ai ⊂ Mi such that

‖Ai‖Cm,α,r → ‖A‖Cm,α,r for all r > 0

When all the manifolds are closed, we can let A = M and Ai = Mi.

Proof. (1) If we change the metric g to λ2g, then we can change the charts
ϕs : B (0, r) → M to

ϕλ
s (x) = ϕs

(
λ−1x

)
: B (0, λr) → M.

Since we scale the metric at the same time, the conditions n1-n4 will still hold with
the same Q.

(2) Suppose, as above, we change the charts

ϕs : B (0, r) → M

to
ϕλ

s (x) = ϕs

(
λ−1x

)
: B (0, λr) → M,

without changing the metric g. If we assume that

‖A ⊂ (M, g)‖Cm,α,r < Q,

then
‖A ⊂ (M, g)‖Cm,α,λr ≤ max

{
Q + |log λ| , Q · λ2

}
.

Denoting
N (r) = ‖A ⊂ (M, g)‖Cm,α,r ,

we therefore obtain

N (λr) ≤ max
{
N (r) + |log λ| , N (r) · λ2

}
.

By letting λ = ri

r , where ri → r, we see that this implies

lim supN (ri) ≤ N (r) .

Conversely, we have that

N (r) = N

(
r

ri
ri

)
≤ max

{
N (ri) +

∣∣∣∣log
r

ri

∣∣∣∣ , N (ri) ·
(

r

ri

)2
}

.

So

N (r) ≤ lim inf N (ri)

= lim inf max

{
N (ri) +

∣∣∣∣log
r

ri

∣∣∣∣ , N (ri) ·
(

r

ri

)2
}

.

This shows that N (r) is continuous. To see that N (r) → 0 as r → 0, just observe
that any coordinate system around a point p ∈ M can, after a linear change,
be assumed to have the property that the metric gij = δij at p. In particular
|Dϕ|p| =

∣∣Dϕ−1|p
∣∣ = 1. Using these coordinates on sufficiently small balls will

therefore give the desired charts.
(3) We fix r > 0 in the definition of ‖A ⊂ (M, g)‖Cm,α,r. For the given A ⊂ M,

pick a domain Ω ⊃ A such that for large i we have embeddings Fi : Ω → Mi with
the property that: F ∗

i gi → g in Cm,α on Ω. Define Ai = Fi (A) .
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For Q > ‖A ⊂ (M, g)‖Cm,α,r , choose appropriate charts ϕs : B (0, r) → M
covering A, with the properties n1-n4. Then define charts in Mi by

ϕi,s = Fi ◦ ϕs : B (0, r) → Mi.

Condition n1 will hold just because we have Gromov-Hausdorff convergence. Con-
dition n4 is trivial. Conditions n2 and n3 will hold for constants Qi → Q, since
F ∗

i gi → g in Cm,α. We can therefore conclude that

lim sup ‖Ai‖Cm,α,r ≤ ‖A‖Cm,α,r .

On the other hand, for large i and Q > ‖Ai‖Cm,α,r , we can take charts ϕi,s :
B (0, r) → Mi and then pull them back to M by defining ϕs = F−1

i ◦ϕi,s. As before,
we then have

‖A‖Cm,α,r ≤ Qi,

where Qi → Q. This implies

lim inf ‖Ai‖Cm,α,r ≥ ‖A‖Cm,α,r ,

and hence the desired result. �

3.4. Compact Classes of Riemannian Manifolds. We are now ready to
prove the result that is our manifold equivalent of the Arzela-Ascoli lemma. This
theorem is essentially due to J. Cheeger, although our use of norms makes the
statement look different.

Theorem 72. (Fundamental Theorem of Convergence Theory) For given Q >
0, n ≥ 2, m ≥ 0, α ∈ (0, 1], and r > 0 consider the class Mm,α(n,Q, r) of complete,
pointed Riemannian n-manifolds (M,p, g) with ‖(M, g)‖Cm,α,r ≤ Q. Mm,α(n,Q, r)
is compact in the pointed Cm,β topology for all β < α.

Proof. We proceed in stages. First, we make some general comments about
the charts we use. We then show that M = Mm,α(n,Q, r) is pre-compact in
the pointed Gromov-Hausdorff topology. Next we prove that M is closed in the
Gromov-Hausdorff topology. The last and longest part is then devoted to the
compactness statement.

Setup: First fix K > Q. Whenever we select an M ∈ M, we shall assume
that it comes equipped with an atlas of charts satisfying n1-n4 with K in place
of Q. Thus we implicitly assume that all charts under consideration belong to
these atlases. We will consequently only prove that limit spaces (M,p, g) satisfy
‖(M, g)‖Cm,α,r ≤ K. But as K was arbitrary, we still get that (M,p, g) ∈M.

(1) Every chart ϕ : B(0, r) → U ⊂ M ∈M satisfies
(a) d(ϕ(x1), ϕ(x2)) ≤ eK |x1 − x2|
(b) d(ϕ(x1), ϕ(x2)) ≥ min{e−K |x1 − x2|, e−K(2r − |x1| − |x2|)}.

Here, d is distance measured in M, and | · | is the usual Euclidean norm.
The condition |Dϕ| ≤ eK , together with convexity of B(0, r), immediately

implies the first inequality. For the other, first observe that if any segment from x1

to x2 lies in U , then |Dϕ−1| ≤ eK implies, that

d(ϕ(x1), ϕ(x2)) ≥ e−K |x1 − x2|.
So we may assume that ϕ(x1) and ϕ(x2) are joined by a segment σ : [0, 1] → M
that leaves U . Split σ into σ : [0, t1) → U and σ : (t2, 1) → U such that σ(ti) /∈ U .
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Then we clearly have

d(ϕ(x1), ϕ(x2)) = L(σ) ≥ L(σ|[0,t1)) + L(σ|(t2,1])

≥ e−K(L(ϕ−1 ◦ σ|[0,t1)) + L(ϕ−1 ◦ σ|(t2,1]))

≥ e−K(2r − |x1| − |x2|).
The last inequality follows from the fact that ϕ−1 ◦σ(0) = x1 and ϕ−1 ◦σ(1) = x2,
and that ϕ−1 ◦ σ(t) approaches the boundary of B(0, r) as t ↗ t1 or t ↘ t2.

(2) Every chart
ϕ : B(0, r) → U ⊂ M ∈M,

and hence any δ-ball δ = 1
10e−Kr in M can be covered by at most N balls of radius

δ/4. Here, N depends only on n, K, r.
Clearly, there exists an N(n,K, r) such that B(0, r) can be covered by at most

N balls of radius e−K ·δ/4. Since ϕ : B(0, r) → U is a Lipschitz map with Lipschitz
constant ≤ eK , we get the desired covering property.

(3) Every ball B(x, � · δ/2) ⊂ M can be covered by ≤ N � balls of radius δ/4.
For � = 1 we just proved this. Suppose we know that B(x, � · δ/2) is covered

by B(x1, δ/4), . . . , B(xN� , δ/4). Then

B(x, � · δ/2 + δ/2) ⊂ ∪B(xi, δ).

Now each B(xi, δ) can be covered by ≤ N balls of radius δ/4, and hence B(x, (� +
1)δ/2) can be covered by ≤ N ·N � = N �+1 balls of radius δ/4.

(4) M is precompact in the pointed Gromov-Hausdorff topology.
This is equivalent to asserting, that for each R > 0 the family of metric balls

B(p,R) ⊂ (M,p, g) ∈M
is precompact in the Gromov-Hausdorff topology. This claim is equivalent to show-
ing that we can find a function N(ε) = N(ε,R,K, r, n) such that each B(p,R) can
contain at most N(ε) disjoint ε-balls. To check this, let B(x1, ε), . . . , B(xs, ε) be
a collection of disjoint balls in B(p,R). Suppose that

� · δ/2 < R ≤ (� + 1)δ/2.

Then

volB(p,R) ≤ (N (�+1)) · (maximal volume of
δ

4
-ball)

≤ (N (�+1)) · (maximal volume of chart)

≤ N (�+1) · enK · volB(0, r)
≤ V (R) = V (R,n,K, r).

As long as ε < r each B(xi, ε) lies in some chart ϕ : B(0, r) → U ⊂ M whose
preimage in B(0, r) contains an e−K · ε-ball. Thus

volB(pi, ε) ≥ e−2nKvolB(0, ε).

All in all, we get

V (R) ≥ volB(p,R)

≥
∑

volB(pi, ε)

≥ s · e−2nK · volB(0, ε).
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Thus,
s ≤ N(ε) = V (R) · e2nK · (volB(0, ε))−1.

Now select a sequence (Mi, gi, pi) in M. From the previous considerations
we can assume that (Mi, gi, pi) → (X, d, p) converge to some metric space in the
Gromov-Hausdorff topology. It will be necessary in many places to pass to subse-
quences of (Mi, gi, pi) using various diagonal processes. Whenever this happens, we
shall not reindex the family, but merely assume that the sequence was chosen to
have the desired properties from the beginning. For each (Mi, pi, gi) choose charts

ϕis : B(0, r) → Uis ⊂ Mi

satisfying n1-n4. We can furthermore assume that the index set {s} = {1, 2, 3, 4, · · · }
is the same for all Mi, that pi ∈ Ui1, and that the balls B (pi, � · δ/2) are cov-
ered by the first N � charts. Note that these N � charts will then be contained in
B̄

(
pi, � · δ/2 + [eK + 1]δ

)
. Finally, for each � the sequence B̄ (pi, � · δ/2) converges

to B̄ (p, � · δ/2) ⊂ X, so we can choose a metric on the disjoint union

Y� =

(
B̄ (p, � · δ/2)

∐( ∞∐
i=1

B̄ (pi, � · δ/2)

))
such that

pi → p,

B̄ (pi, � · δ/2) → B̄ (p, � · δ/2)

in the Hausdorff distance inside this metric space.
(5) (X, d, p) is a Riemannian manifold of class Cm,α with norm ≤ K.
Obviously, we need to find bijections

ϕs : B(0, r) → Us ⊂ X

satisfying n1-n4. For each s, consider the maps

ϕis : B(0, r) → Uis ⊂ Y�′

for some fixed �′ >> �. From 1 we have that this is a family of equicontinuous maps
into the compact space Y�′ . The Arzela-Ascoli lemma shows that this sequence must
subconverge (in the C0 topology) to a map

ϕs : B(0, r) ⊂ Y�′

that also has Lipschitz constant eK . Furthermore, the inequality

d(ϕ(x1), ϕ(x2)) ≥ min{e−K |x1 − x2|, e−K(2r − |x1| − |x2|)}
will also hold for this map, as it holds for all the ϕis maps. In particular, ϕs

is one-to-one. Finally, since Uis ⊂ B̄ (pi, �
′) and B̄ (pi, �

′) Hausdorff converges to
B̄ (p, �′) ⊂ X, we see that

ϕs(B(0, r)) = Us ⊂ X.

A simple diagonal argument yields that we can pass to a subsequence of (Mi, gi, pi)
having the property that ϕis → ϕs for all s. In this way, we have constructed
(topological) charts

ϕs : B(0, r) → Us ⊂ X,

and we can easily check that they satisfy n1. Since the ϕs also satisfy 1(a) and
1(b), they would also satisfy n2 if they were differentiable (equivalent to saying that
the transition functions are C1). Now the transition functions ϕ−1

is ◦ ϕit approach
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ϕ−1
s ◦ ϕt, because ϕis → ϕs. Note that these transition functions are not defined

on the same domains, but we do know that the domain for ϕ−1
s ◦ ϕt is the limit of

the domains for ϕ−1
is ◦ ϕit, so the convergence makes sense on all compact subsets

of the domain of ϕ−1
s ◦ ϕt. Now,

‖ϕ−1
is ◦ ϕit‖Cm+1,α ≤ (10 + r) eK ,

so a further application (and subsequent passage to subsequences) of Arzela-Ascoli
tells us that

‖ϕ−1
s ◦ ϕt‖Cm+1,α ≤ (10 + r) eK ,

and that we can assume ϕ−1
is ◦ ϕit → ϕ−1

s ◦ ϕt in the Cm+1,β topology. This then
establishes n4. We now construct a compatible Riemannian metric on X that
satisfies n2 and n3. For each s, consider the metric gis = gis·· written out in its
components on B(0, r) with respect to the chart ϕis. Since all of the gis·· satisfy n2
and n3, we can again use Arzela-Ascoli to insure that also gis·· → gs·· on B(0, r) in
the Cm,β topology to functions gs·· that also satisfy n2 and n3. The local “tensors”
gs·· satisfy the right change of variables formulae to make them into a global tensor
on X. This is because all the gis·· satisfy these properties, and everything we want
to converge, to carry these properties through to the limit, also converges. Recall
that the rephrasing of n2 gives the necessary C0 bounds and also shows that gs·· is
positive definite. We have now exhibited a Riemannian structure on X such that
the

ϕs : B(0, r) → Us ⊂ X

satisfy n1-n4 with respect to this structure. This, however, does not guarantee that
the metric generated by this structure is identical to the metric we got from X
being the pointed Gromov-Hausdorff limit of (Mi, pi, gi). However, since Gromov-
Hausdorff convergence implies that distances converge, and we know at the same
time that the Riemannian metric converges locally in coordinates, it follows that
the limit Riemannian structure must generate the “correct” metric, at least locally,
and therefore also globally.

(6) (Mi, pi, gi) → (X, p, d) = (X, p, g) in the pointed Cm,β topology.
We assume that the setup is as in 5, where charts ϕis, transitions ϕ−1

is ◦ ϕit,
and metrics gis·· converge to the same items in the limit space. First, let us agree
that two maps F1, F2 between subsets in Mi and X are Cm+1,β close if all the
coordinate compositions ϕ−1

s ◦ F1 ◦ ϕit, ϕ−1
s ◦ F2 ◦ ϕit are Cm+1,β close. Thus, we

have a well-defined Cm+1,β topology on maps from Mi to X. Our first observation
is that

fis = ϕis ◦ ϕ−1
s : Us → Uis,

fit = ϕit ◦ ϕ−1
t : Ut → Uit

“converge to each other” in the Cm+1,β topology. Furthermore,

(fis)∗gi|Uis
→ g|Us

in the Cm,β topology. These are just restatements of what we already know. In
order to finish the proof, we construct maps

Fi� : Ω� =
�⋃

s=1

Us → Ωi� =
�⋃

s=1

Uis
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that are closer and closer to the fis, s = 1, . . . , � maps (and therefore all fis) as
i → ∞. We will construct Fi� by induction on � and large i depending on �. For
this purpose we shall need a partition of unity (λs) on X subordinate to (Us). We
can find such a partition, since the covering (Us) is locally finite by choice, and we
can furthermore assume that λs is Cm+1,β .

For � = 1 simply define Fi1 = fi1.
Suppose we have Fi� : Ω� → Ωi� for large i that are arbitrarily close to fis, s =

1, . . . , � as i → ∞. If U�+1 ∩ Ω� = ∅, then we just define Fi�+1 = Fi� on Ωi�, and
Fi�+1 = fi�+1 on U�+1. In case U�+1 ⊂ Ω�, we simply let Fi�+1 = Fi�. Otherwise,
we know that Fi� and fi�+1 are as close as we like in the Cm+1,β topology as i →∞.
So the natural thing to do is to average them on U�+1. Define Fi�+1 on U�+1 by

Fi�+1(x)

= ϕi�+1 ◦
(( ∞∑

s=�+1

λs(x)

)
· ϕ−1

i�+1 ◦ fi�+1(x) +

(
�∑

s=1

λs(x)

)
· ϕ−1

i�+1 ◦ Fi�(x)

)
= ϕi�+1 ◦ (µ1(x) · ϕ−1

i�+1 ◦ fi�+1(x) + µ2(x) · ϕ−1
i�+1 ◦ Fi�(x)).

This map is clearly well-defined on U�+1, since µ2(x) = 0 on U�+1 − Ω�. Moreover,
as µ1(x) = 0 on Ω� it is a smooth Cm+1,β extension of Fi�. Now consider this map
in coordinates

ϕ−1
i�+1 ◦ Fi�+1 ◦ ϕ�+1(y) =

(
µ1 ◦ ϕ�+1(y)

) · ϕ−1
�+1 ◦ fi�+1 ◦ ϕ�+1(y)

+
(
µ2 ◦ ϕ�+1(y)

) · ϕ−1
i�+1 ◦ Fi� ◦ ϕ�+1(y)

= µ̃1(y)F1(y) + µ̃2(y)F2(y).

Then

‖µ̃1F1 + µ̃2F2 − F1‖Cm+1,β = ‖µ̃1(F1 − F1) + µ̃2(F2 − F1)‖Cm+1,β

≤ ‖µ̃2‖k+1+β · ‖F2 − F1‖Cm+1,β .

This inequality is valid on all of B(0, r), despite the fact that F2 is not defined on
all of B(0, r), since

µ̃1 · F1 + µ̃2 · F2 = F1

on the region where F2 is undefined. By assumption

‖F2 − F1‖Cm+1,β → 0 as i →∞,

so Fi�+1 is Cm+1,β-close to fis, s = 1, . . . , � + 1 as i →∞.
Finally we see that the closeness of Fi� to the coordinate charts shows that it

is an embedding on all compact subsets of the domain. �

Corollary 33. The subclasses of Mm,α(n,Q, r), where the elements in addi-
tion satisfy diam ≤ D, respectively vol ≤ V , are compact in the Cm,β topology. In
particular, they contain only finitely many diffeomorphism types.

Proof. We use notation as in the fundamental theorem. If diam(M, g, p) ≤
D, then clearly M ⊂ B (p, k · δ/2) for k > D · 2/δ. Hence, each element in
Mm,α(n,Q, r) can be covered by ≤ Nk charts. Thus, Cm,β-convergence is actually
in the unpointed topology, as desired.

If instead, volM ≤ V, then we can use part 4 in the proof to see that we can
never have more than

k = V · e2nK · (volB(0, ε))−1
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disjoint ε-balls. In particular, diam ≤ 2ε · k, and we can use the above argument.
Finally, compactness in any Cm,β topology implies that the class cannot contain

infinitely many diffeomorphism types. �

Corollary 34. The norm ‖A ⊂ (M, g)‖Cm,α,r for compact A is always realized
by some charts ϕs : B(0, r) → Us satisfying n1-n4, with ‖(M, g)‖Cm,α,r in place of
Q.

Proof. Choose appropriate charts

ϕQ
s : B(0, r) → UQ

s ⊂ M

for each Q > ‖(M, g)‖Cm,α,r, and let Q → ‖(M, g)‖Cm,α,r. If the charts are chosen
to conform with the proof of the fundamental theorem, we will obviously get some
limit charts with the desired properties. �

Corollary 35. M is a flat manifold if ‖(M, g)‖Cm,α,r = 0 for some r, and
M is Euclidean space with the canonical metric if ‖(M, g)‖Cm,α,r = 0 for all r > 0.

Proof. The proof works even if m = α = 0. As in the previous corollary
and part (1) of the theorem, M can be covered by charts ϕ : B(0, r) → U ⊂ M
satisfying

(a) d(ϕ(x1), ϕ(x2)) ≤ eQ|x1 − x2|
(b) d(ϕ(x1), ϕ(x2)) ≥ min{e−Q|x1 − x2|, e−Q(2r − |x1| − |x2|)}.

for each Q > 0. By letting Q → 0, we can then use Arzela-Ascoli to find a covering
of charts such that

(a) d(ϕ(x1), ϕ(x2)) ≤ |x1 − x2|
(b) d(ϕ(x1), ϕ(x2)) ≥ min{|x1 − x2|, (2r − |x1| − |x2|)}.

This shows that the maps ϕ are locally distance preserving and injective. Hence
they are distance preserving maps. This shows that they are also Riemannian
isometries. This finishes the proof. �

3.5. Alternative Norms. Finally, we should mention that all properties of
this norm concept would not change if we changed n1-n4 to say

(n1’) Us has Lebesgue number f1(n,Q, r).
(n2’) |Dϕs|,

∣∣Dϕ−1
s

∣∣ ≤ f2(n,Q).
(n3’) r|j|+α · ‖∂jgs··‖α ≤ f3(n,Q), 0 ≤ |j| ≤ m.
(n4’) ‖ϕ−1

s ◦ ϕt‖Cm+1,α ≤ f4(n,Q, r).
As long as the fis are all continuous, f1(n, 0, r) = 0, and f2(n, 0) = 1. The

key properties we want to preserve are continuity of ‖(M, g)‖ with respect to r,
the fundamental theorem, and the characterization of flat manifolds and Euclidean
space.

Another interesting thing happens if in the definition of ‖(M, g)‖Cm,α,r we let
m = α = 0. Then n3 no longer makes sense, because α = 0, but aside from that,
we still have a C0-norm concept. Note also that n4 is an immediate consequence
of n2 in this case. The class M0(n,Q, r) is now only precompact in the pointed
Gromov-Hausdorff topology, but the characterization of flat manifolds is still valid.
The subclasses with bounded diameter, or volume, are also only precompact with
respect to the Gromov-Hausdorff topology, and the finiteness of diffeomorphism
types apparently fails. It is, however, possible to say more. If we investigate the
proof of the fundamental theorem, we see that the problem lies in constructing
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the maps Fik : Ωk → Ωik, because we now have convergence of the coordinates
only in the C0 (actually Cα, α < 1) topology, and so the averaging process fails as
it is described. We can, however, use a deep theorem from topology about local
contractibility of homeomorphism groups (see [35]) to conclude that two C0-close
topological embeddings can be “glued” together in some way without altering them
too much in the C0 topology. This makes it possible to exhibit topological embed-
dings Fik : Ω ↪→ Mi such that the pullback metrics (not Riemannian metrics)
converge. As a consequence, we see that the classes with bounded diameter or vol-
ume contain only finitely many homeomorphism types. This is exactly the content
of the original version of Cheeger’s finiteness theorem, including the proof as we
have outlined it. But, as we have pointed out earlier, Cheeger also considered the
easier to prove finiteness theorem for diffeomorphism types given better bounds on
the coordinates.

Notice that we cannot easily use the fact that the charts converge in Cα(α < 1).
But it is possible to do something interesting along these lines. There is an even
weaker norm concept called the Reifenberg norm which is related to the Gromov-
Hausdorff distance. For a metric space (X, d) we define the n-dimensional norm on
the scale of r as

‖(X, d)‖n
r =

1
r

sup
p∈X

dG−H (B (p, r) , B (0, r)) ,

where B (0, R) ⊂ Rn. The the r−1 factor insures that we don’t have small distance
between B (p, r) and B (0, r) just because r is small. Note also that if (Xi, di) →
(X, d) in the Gromov-Hausdorff topology then

‖(Xi, di)‖n
r → ‖(X, d)‖n

r

for fixed n, r.
For an n-dimensional Riemannian manifold one sees immediately that

lim
r→0

‖(M, g)‖n
r → 0 = 0.

Cheeger and Colding have proven a converse to this (see [25]). There is an ε (n) > 0
such that if ‖(X, d)‖n

r ≤ ε (n) for all small r, then X is in a weak sense an n-
dimensional Riemannian manifold. Among other things, they show that for small
r the α-Hölder distance between B (p, r) and B (0, r) is small. Here the α-Hölder
distance dα (X,Y ) between metric spaces is defined as the infimum of

log max

{
sup

x1 �=x2

d (F (x1) , F (x2))
(d (x1, x2))

α , sup
y1 �=y2

d
(
F−1 (y1) , F−1 (y2)

)
(d (y1, y2))

α

}
,

where F : X → Y runs over all homeomorphisms. They also show that if (Mi, gi) →
(X, d) in the Gromov-Hausdorff distance and ‖(Mi, gi)‖n

r ≤ ε (n) for all i and small
r, then (Mi, gi) → (X, d) in the Hölder distance. In particular, all of the Mis have
to be homeomorphic (and in fact diffeomorphic) to X for large i.

This is enhanced by an earlier result of Colding (see [29]) stating that for a
Riemannian manifold (M, g) with Ric ≥ (n− 1) k we have that ‖(M, g)‖n

r is small
iff and only if

volB (p, r) ≥ (1− δ) volB (0, r)
for some small δ. Relative volume comparison tells us that the volume condition
holds for all small r if it holds for just one r. Thus the smallness condition for the
norm holds for all small r provided we have the volume condition for just some r.
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4. Geometric Applications

We shall now study the relationship between volume, injectivity radius, sec-
tional curvature, and the norm.

First let us see what exponential coordinates can do for us. Let (M, g) be a
Riemannian manifold with |secM | ≤ K and injM ≥ i0. On B (0, i0) we have from
chapter 6 that

max
{∣∣D expp

∣∣ , ∣∣D exp−1
p

∣∣} ≤ exp (f (n,K, i0))

for some function f (n,K, i0) that depends only on the dimension, K, and i0. More-
over, as K → 0 we have that f (n,K, i0) → 0. This implies

Theorem 73. For every Q > 0 there exists r > 0 depending only on i0 and
K such that any complete (M, g) with |secM | ≤ K, injM ≥ i0 has ‖(M, g)‖C0,r ≤
Q. Furthermore, if (Mi, pi, gi) satisfy injMi ≥ i0 and |secMi| ≤ Ki → 0, then
a subsequence will converge in the pointed Gromov-Hausdorff topology to a flat
manifold with inj ≥ i0.

The proof follows immediately from our previous constructions.
This theorem does not seem very satisfactory, because even though we have

assumed a C2 bound on the Riemannian metric, we get only a C0 bound. To get
better bounds under the same circumstances, we must look for different coordinates.
Our first choice for alternative coordinates uses distance functions, i.e., distance
coordinates.

Lemma 50. Given a Riemannian manifold (M, g) with inj ≥ i0, |sec| ≤ K,
and p ∈ M , then the distance function d(x) = d(x, p) is smooth on B (p, i0) , and
the Hessian is bounded in absolute value on the annulus B (p, i0)−B (p, i0/2) by a
function F (n,K, i0) .

Proof. From chapter 6 we know that in polar coordinates
√

Kcot
(√

Kr
)

gr ≤ Hessd ≤
√

Kcoth
(√

Kr
)

gr.

Thus, we get the desired estimate as long as r ∈ (i0/2, i0) . �

Now fix (M, g), p ∈ M, as in the lemma, and choose an orthonormal basis
e1, . . . , en for TpM . Then consider the geodesics γi(t) with γi(0) = p, γ̇i(0) = ei,
and together with those, the distance functions

di(x) = d

(
x, γi

(
i0 ·

(
4
√

K
)−1

))
.

These distance functions will then have uniformly bounded Hessians on B(p, δ), δ =

i0 ·
(
8
√

K
)−1

. Define

ϕ(x) = (d1(x), . . . , dn(x))

and recall that gij = g (∇di,∇dj).

Theorem 74. (The Convergence Theorem of Riemannian Geometry) Given
i0, K > 0, there exist Q, r > 0 such that any (M, g) with

inj ≥ i0,

|sec| ≤ K
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has ‖(M, g)‖C1,r ≤ Q. In particular, this class is compact in the pointed Cα topology
for all α < 1.

Proof. The inverse of ϕ is our potential chart. First, observe that gij(p) =
δij , so the uniform Hessian estimate shows that |Dϕp| ≤ eQ on B (p, ε) and∣∣∣(Dϕp

)−1
∣∣∣ ≤ eQ on B (0, ε) , where Q, ε depend only on i0,K. The proof of the

inverse function theorem then tells us that there is an ε̂ > 0 depending only on Q,n
such that ϕ : B(0, ε̂) → Rn is one-to-one. We can then easily find r such that

ϕ−1 : B(0, r) → Up ⊂ B(p, ε)

satisfies n2. The conditions n3 and n4 now immediately follow from the Hessian
estimates, except, we might have to increase Q somewhat. Finally, n1 holds since
we have coordinates centered at every p ∈ M . �

Notice that Q cannot be chosen arbitrarily small, as our Hessian estimates
cannot be improved by going to smaller balls. This will be taken care of in the next
section by using a different set of coordinates. This convergence result, as stated,
was first proven by M. Gromov. The reader should be aware that what Gromov
refers to as a C1,1-manifold is in our terminology a manifold with ‖(M,h)‖C0,1,r <
∞, i.e., C0,1-bounds on the Riemannian metric.

Using the diameter bound in positive curvature and Klingenberg’s estimate for
the injectivity radius from chapter 6 we get

Corollary 36. (J. Cheeger, 1967) For given n ≥ 1 and k > 0, the class of
Riemannian 2n-manifolds with k ≤ sec ≤ 1 is compact in the Cα topology and
consequently contains only finitely many diffeomorphism types.

A similar result was also proven by A. Weinstein at the same time. The hy-
potheses are the same, but Weinstein only showed that the class contained finitely
many homotopy types.

Our next result shows that one can bound the injectivity radius provided that
one has lower volume bounds and bounded curvature. This result is usually referred
to as Cheeger’s lemma. With a little extra work one can actually prove this lemma
for complete manifolds. This requires that we work with pointed spaces and also
to some extent incomplete manifolds as it isn’t clear from the beginning that the
complete manifolds in question have global lower bounds for the injectivity radius.

Lemma 51. (J. Cheeger, 1967) Given n ≥ 2 and v,K ∈ (0,∞) and a compact
n-manifold (M, g) with

|sec| ≤ K,

volB (p, 1) ≥ v,

for all p ∈ M , then injM ≥ i0, where i0 depends only on n,K, and v.

Proof. The proof goes by contradiction using the previous theorem. So as-
sume we have (Mi, gi) with injMi → 0 and satisfying the assumptions of the lemma.
Find pi ∈ Mi such that injpi

= inj (Mi, gi) , and consider the pointed sequence
(Mi, pi, ḡi), where ḡi = (injMi)−2gi is rescaled so that

inj(Mi, ḡi) = 1,

|sec(Mi, ḡi)| ≤ (inj(Mi, gi))
2 ·K = Ki → 0.
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The two previous theorems, together with the fundamental theorem, then implies
that some subsequence of (Mi, pi, ḡi) will converge in the pointed Cα, α < 1, topol-
ogy to a flat manifold (M,p, g).

The first observation about (M,p, g) is that inj(p) ≤ 1. This follows because
the conjugate radius for (Mi, ḡi) ≥ π/

√
Ki →∞, so Klingenberg’s estimate for the

injectivity radius implies that there must be a geodesic loop of length 2 at pi ∈ Mi.
Since (Mi, pi, ḡi) → (M,p, g) in the pointed Cα topology, the geodesic loops must
converge to a geodesic loop in M based at p of length 2. Hence, inj(M) ≤ 1.

The other contradictory observation is that (M, g) = (Rn, can). Recall that
volB(pi, 1) ≥ v in (Mi, gi), so relative volume comparison shows that there is a
v′(n,K, v) such that volB(pi, r) ≥ v′ · rn, for r ≤ 1. The rescaled manifold (Mi, ḡi)
therefore satisfies volB(pi, r) ≥ v′ · rn, for r ≤ (inj(Mi, gi))−1. Using again that
(Mi, pi, ḡi) → (M,p, g) in the pointed Cα topology, we get volB(p, r) ≥ v′ · rn for
all r. Since (M, g) is flat, this shows that it must be Euclidean space.

This last statement requires some justification. Let M be a complete flat man-
ifold. As the elements of the fundamental group act by isometries on Euclidean
space, we know that they must have infinite order (any isometry of finite order is
a rotation around a point and therefore has a fixed point). Therefore, if M is not
simply connected, then there is an intermediate covering M̂ :

Rn → M̂ → M,

where π1

(
M̂

)
= Z. This means that M̂ looks like a cylinder. Hence, for any p ∈ M̂

we must have

lim
r→∞

volB (p, r)
rn−1

< ∞.

The same must then also hold for M itself, contradicting our volume growth as-
sumption. �

This lemma was proved with a more direct method by Cheeger. We have in-
cluded this, perhaps more convoluted, proof in order to show how our convergence
theory can be used. The lemma also shows that the convergence theorem of Rie-
mannian geometry remains true if the injectivity radius bound is replaced by a
lower bound on the volume of 1-balls. The following result is now immediate.

Corollary 37. (J. Cheeger, 1967) Let n ≥ 2, Λ, D, v ∈ (0,∞) be given. The
class of closed Riemannian n-manifolds with

|sec| ≤ Λ,

diam ≤ D,

vol ≥ v

is precompact in the Cα topology for any α ∈ (0, 1) and in particular, contains only
finitely many diffeomorphism types.

This convergence theorem can be generalized in another interesting direction,
as observed by S.-h. Zhu.

Theorem 75. Given i0, k > 0, there exist Q, r depending on i0, k such that any
manifold (M, g) with

sec ≥ −k2,

inj ≥ i0
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satisfies ‖(M, g)‖C1,r ≤ Q.

Proof. It suffices to get a Hessian estimate for distance functions d(x) =
d(x, p). We have, as before, that

Hessd(x) ≤ k · coth(k · d(x))gr.

Conversely, if d(x0) < i0, then d(x) is supported from below by f(x) = i0−d(x, y0),
where y0 = γ(i0) and γ is the unique unit speed geodesic that minimizes the distance
from p to x0. Thus, Hessd(x) ≥ Hessf at x0. But

Hessf ≥ −k · coth(d(x0, y0) · k)gr = −k · coth(k(i0 − r(x0)))gr

at x0. Hence, we have two-sided bounds for Hessd(x) on appropriate sets. The
proof can then be finished as before. �

This theorem is interestingly enough optimal. Consider rotationally symmetric
metrics dr2 + f2

ε (r)dθ2, where fε is concave and satisfies

fε(r) =
{

r for 0 ≤ r ≤ 1− ε,
3
4r for 1 + ε ≤ r.

These metrics have sec ≥ 0 and inj ≥ 1. As ε → 0, we get a C1,1 manifold with a
C0,1 Riemannian metric (M, g). In particular, ‖(M, g)‖C0,1,r < ∞ for all r. Limit
spaces of sequences with inj ≥ i0, sec ≥ k can therefore not in general be assumed
to be smoother than the above example.

With a more careful construction, we can also find gε with

gε(r) =
{

sin r for 0 ≤ r ≤ π
2 − ε,

1 for π
2 ≤ r.

Then the metric dr2 + g2
ε(r)dθ2 satisfies |sec| ≤ 4 and inj ≥ 1

4 . As ε → 0, we get
a limit metric that is C1,1. So while we may suspect (this is still unknown) that
limit metrics from the convergence theorem are C1,1, we prove only that they are
C0,1. In the next section we shall show that they are in fact C1,α for all α < 1.

5. Harmonic Norms and Ricci curvature

To get better estimates on the norms, we must use some more analysis. The
idea of using harmonic coordinates for similar purposes goes back to [33]. In [57]
it was shown that manifolds with bounded sectional curvature and lower bounds
for the injectivity radius admit harmonic coordinates on balls of an a priori size.
This result was immediately seized by the geometry community and put to use in
improving the theorems from the previous section. At the same time, Nikolaev
developed a different, more synthetic approach to these ideas. For the whole story
we refer the reader to Greene’s survey in [45]. Here we shall develop these ideas
from a different point of view initiated by Anderson.

5.1. The Harmonic Norm. We shall now define another norm, called the
harmonic norm and denoted

‖A ⊂ (M, g)‖harm
Cm,α,r .

The only change in our previous definition is that condition n4 is replaced by the
requirement that ϕ−1

s : Us → Rn be harmonic with respect to the Riemannian
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metric g on M. Recall that this is equivalent to saying that for each j

1√
detgst

∂i

(√
detgst · gij

)
= 0

We can use the elliptic estimates to compare this norm with our old norm.
Namely, recall that in harmonic coordinates ∆ = gij∂i∂j , conditions n2 and n3
insure that these coefficients are bounded in the required way. Therefore, if u :
U → R is any harmonic function, then we get that on compact subsets K ⊂ U ∩Us,

‖u‖Cm+1,α,K ≤ C ‖u‖Cα,U .

Using a coordinate function ϕ−1
t as u then shows that we can get bounds for the

transition functions on compact subsets of their domains. Changing the scale
will then allow us to conclude that for each r1 < r2, there is a constant C =
C (n,m,α, r1, r2) such that

‖A ⊂ (M, g)‖Cm,α,r1
≤ C ‖A ⊂ (M, g)‖harm

Cm,α,r2
.

We can then show the harmonic analogue to the fundamental theorem.

Corollary 38. For given Q > 0, n ≥ 2, m ≥ 0, α ∈ (0, 1], and r >
0 consider the class of complete, pointed Riemannian n-manifolds (M,p, g) with
‖(M, g)‖harm

Cm,α,r ≤ Q. This class is closed in the pointed Cm,α topology and compact
in the pointed Cm,β topology for all β < α.

The only issue to worry about is whether it is really true that limit spaces
have ‖(M, g)‖harm

Cm,α,r ≤ Q. But one can easily see that harmonic charts converge to
harmonic charts. This is also discussed in the next proposition.

Proposition 46. (M. Anderson, 1990) If A ⊂ (M, g) is precompact, then:
(1) ‖A ⊂ (M, g)‖harm

Cm,α,r =
∥∥A ⊂ (

M,λ2g
)∥∥harm

Cm,α,λr
for all λ > 0.

(2) The function r → ‖A ⊂ (M, g)‖harm
Cm,α,r is continuous. Moreover, when m ≥

1, it converges to 0 as r → 0.
(3) Suppose (Mi, pi, gi) → (M,p, g) in Cm,α and in addition that m ≥ 1. Then

for A ⊂ M we can find precompact domains Ai ⊂ Mi such that

‖Ai‖harm
Cm,α,r → ‖A‖harm

Cm,α,r

for all r > 0. When all the manifolds are closed, we can let A = M and Ai = Mi.

(4) ‖A ⊂ (M, g)‖harm
Cm,α,r = supp∈A ‖{p} ⊂ (M, g)‖harm

Cm,α,r .

Proof. Properties (1) and (2) are proved as for the regular norm. For the
statement that the norm goes to zero as the scale decreases, just solve the Dirichlet
problem as we did when existence of harmonic coordinates was established. Here
it was necessary to have coordinates around every point p ∈ M such that in these
coordinates the metric satisfies gij = δij and ∂kgij = 0 at p. If m ≥ 1, then it is
easy to show that any coordinates system around p can be changed in such a way
that the metric has the desired properties.

(3) The proof of this statement is necessarily somewhat different, as we must
use and produce harmonic coordinates. Let the set-up be as before. First we show
the easy part:

lim inf ‖Ai‖harm
Cm,α,r ≥ ‖A‖harm

Cm,α,r .
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To this end, select Q > lim inf ‖Ai‖harm
Cm,α,r . For large i we can then select charts

ϕi,s : B (0, r) → Mi with the requisite properties. After passing to a subsequence,
we can make these charts converge to charts

ϕs = limF−1
i ◦ ϕi,s : B (0, r) → M.

Since the metrics converge in Cm,α, the Laplacians of the inverse functions must
also converge. Hence, the limit charts are harmonic as well. We can then conclude
that ‖A‖harm

Cm,α,r ≤ Q.
For the reverse inequality

lim sup ‖Ai‖harm
Cm,α,r ≤ ‖A‖harm

Cm,α,r ,

select Q > ‖A‖harm
Cm,α,r . Then, from the continuity of the norm we can find ε > 0

such that also ‖A‖harm
Cm,α,r+ε < Q. For this scale, select charts

ϕs : B (0, r + ε) → Us ⊂ M

satisfying the usual conditions. Now define

Ui,s = Fi (ϕs (B (0, r + ε/2))) ⊂ Mi.

This is clearly a closed disc with smooth boundary

∂Ui,s = Fi (ϕs (∂B (0, r + ε/2))) .

On each Ui,s solve the Dirichlet problem

ψi,s : Ui,s → Rn,

∆gi
ψi,s = 0,

ψi,s = ϕ−1
s ◦ F−1

i on ∂Ui,s.

The inverse of ψi,s, if it exists, will then be a coordinate map B (0, r) → Ui,s. On the
set B (0, r + ε/2) we can now compare ψi,s ◦Fi ◦ϕs with the identity map I. Note
that these maps agree on the boundary of B (0, r + ε/2) . We know that F ∗

i gi → g
in the fixed coordinate system ϕs. Now pull these metrics back to B

(
0, r + ε

2

)
and refer to them as g (= ϕ∗

sg) and gi (= ϕ∗
sF

∗
i gi) . In this way the harmonicity

conditions read ∆gI = 0 and ∆gi
ψi,s ◦ Fi ◦ ϕs = 0. In these coordinates we have

the correct bounds for the operator

∆gi
= gkl

i ∂k∂l +
1√

detgi

∂k

(√
detgi · gkl

i

)
∂l

to use the elliptic estimates for domains with smooth boundary. Note that this is
where the condition m ≥ 1 becomes important, so that we can bound

1√
detgi

∂k

(√
detgi · gkl

i

)
in Cα. The estimates then imply∥∥I − ψi,s ◦ Fi ◦ ϕs

∥∥
Cm+1,α ≤ C

∥∥∆gi

(
I − ψi,s ◦ Fi ◦ ϕs

)∥∥
Cm−1,α

= C ‖∆gi
I‖Cm−1,α .
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However, we have that

‖∆gi
I‖Cm−1,α =

∥∥∥∥ 1√
detgi

∂k

(√
detgi · gkl

i

)∥∥∥∥
Cm−1,α

→
∥∥∥∥ 1√

detg
∂k

(√
detg · gkl

)∥∥∥∥
Cm−1,α

= ‖∆gI‖Cm−1,α = 0.

In particular, we must have∥∥I − ψi,s ◦ Fi ◦ ϕs

∥∥
Cm+1,α → 0.

It is now evident that ψi,s must become coordinates for large i. Also, these
coordinates will show that ‖Ai‖harm

Cm,α,r < Q for large i.

(4) Since there is no transition function condition to be satisfied in the definition
of ‖A‖harm

Cm,α,r , it is obvious that

‖A ∪B‖harm
Cm,α,r = max

{
‖A‖harm

Cm,α,r , ‖B‖harm
Cm,α,r

}
.

This shows that the norm is always realized locally. �
5.2. Ricci Curvature and the Harmonic Norm. The most important

feature about harmonic coordinates is that the metric is apparently controlled by
the Ricci curvature. This is exploited in the next lemma, where we show how one
can bound the harmonic C1,α norm in terms of the harmonic C1 norm and Ricci
curvature.

Lemma 52. (M. Anderson, 1990) Suppose that a Riemannian manifold (M, g)
has bounded Ricci curvature |Ric| ≤ Λ. For any r1 < r2, K ≥ ‖A ⊂ (M, g)‖harm

C1,r2
,

and α ∈ (0, 1) we can find C (n, α,K, r1, r2,Λ) such that

‖A ⊂ (M, g)‖harm
C1,α,r1

≤ C (n, α,K, r1, r2,Λ) .

Moreover, if g is an Einstein metric Ric = kg, then for each integer m we can find
a constant C (n, α,K, r1, r2, k,m) such that

‖A ⊂ (M, g)‖harm
Cm+1,α,r1

≤ C (n, α,K, r1, r2, k,m) .

Proof. We just need to bound the metric components gij in some fixed har-
monic coordinates. In these coordinates we have that ∆ = gij∂i∂j . Given that
‖A ⊂ (M, g)‖harm

C1,r2
≤ K, we can conclude that we have the necessary conditions on

the coefficients of ∆ = gij∂i∂j to use the elliptic estimate

‖gij‖C1,α,B(0,r1)
≤ C (n, α,K, r1, r2)

(
‖∆gij‖C0,B(0,r2)

+ ‖gij‖Cα,B(0,r2)

)
.

Now use that
∆gij = −2Ricij − 2Q (g, ∂g)

to conclude that

‖∆gij‖C0,B(0,r2)
≤ 2Λ ‖gij‖C0,B(0,r2)

+ Ĉ ‖gij‖C1,B(0,r2)
.

Using this we then have

‖gij‖C1,α,B(0,r1)
≤ C (n, α,K, r1, r2)

(
‖∆gij‖C0,B(0,r2)

+ ‖gij‖Cα,B(0,r2)

)
≤ C (n, α,K, r1, r2)

(
2Λ + Ĉ + 1

)
‖gij‖C1,B(0,r2)

.
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For the Einstein case we can use a bootstrap method, as we get C1,α bounds on
the Ricci tensor from the Einstein equation Ric = kg. Thus, we have that ∆gij is
bounded in Cα rather than just C0. Hence,

‖gij‖C2,α,B(0,r1)
≤ C (n, α,K, r1, r2)

(
‖∆gij‖Cα,B(0,r2)

+ ‖gij‖Cα,B(0,r2)

)
≤ C (n, α,K, r1, r2, k) · C · ‖gij‖C1,α,B(0,r2)

.

This gives C2,α bounds on the metric. Then, of course, ∆gij is bounded in C1,α,
and thus the metric will be bounded in C3,α. Clearly, one can iterate this until one
gets Cm+1,α bounds on the metric. �

Combining this with the fundamental theorem gives a very interesting com-
pactness result.

Corollary 39. For given n ≥ 2, Q, r,Λ ∈ (0,∞) consider the class of Rie-
mannian n-manifolds with

‖(M, g)‖harm
C1,r ≤ Q,

|Ric| ≤ Λ.

This class is precompact in the pointed C1,α topology for any α ∈ (0, 1) . Moreover,
if we take the subclass of Einstein manifolds, then this class is compact in the Cm,α

topology for any m ≥ 0 and α ∈ (0, 1) .

We can now prove our generalizations of the convergence theorems from the
last section.

Theorem 76. (M. Anderson, 1990) Given n ≥ 2 and α ∈ (0, 1) , Λ, i0 > 0,
one can for each Q > 0 find r (n, α,Λ, i0) > 0 such that any complete Riemannian
n-manifold (M, g) with

|Ric| ≤ Λ,

inj ≥ i0

satisfies ‖(M, g)‖harm
C1,α,r ≤ Q.

Proof. The proof goes by contradiction. So suppose that there is a Q > 0
such that for each i ≥ 1 there is a Riemannian manifold (Mi, gi) with

|Ric| ≤ Λ,

inj ≥ i0,

‖(Mi, gi)‖harm
C1,α,i−1 > Q.

Using that the norm goes to zero as the scale goes to zero, and that it is con-
tinuous as a function of the scale, we can for each i find ri ∈

(
0, i−1

)
such that

‖(Mi, gi)‖harm
C1,α,ri

= Q. Now rescale these manifolds: ḡi = r−2
i gi. Then we have that

(Mi, ḡi) satisfies

|Ric| ≤ r2
i Λ,

inj ≥ r−1
i i0,

‖(Mi, ḡi)‖harm
C1,α,1 = Q.
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We can then select pi ∈ Mi such that

‖pi ∈ (Mi, ḡi)‖harm
C1,α,1 ∈

[
Q

2
, Q

]
.

The first important step is now to use the bounded Ricci curvature of (Mi, ḡi)
to conclude that in fact the C1,γ norm must be bounded for any γ ∈ (α, 1) . Then we
can assume by the fundamental theorem that the sequence (Mi, pi, ḡi) converges in
the pointed C1,α topology, to a Riemannian manifold (M,p, g) of class C1,γ . Since
the C1,α norm is continuous in the C1,α topology we can conclude that

‖p ∈ (M, g)‖harm
C1,α,1 ∈

[
Q

2
, Q

]
.

The second thing we can prove is that (M, g) = (Rn, can) . This clearly violates
what we just established about the norm of the limit space. To see that the limit
space is Euclidean space, recall that the manifolds in the sequence (Mi, ḡi) are
covered by harmonic coordinates that converge to harmonic coordinates in the
limit space. In these harmonic coordinates the metric components satisfy

1
2
∆ḡkl + Q (ḡ, ∂ḡ) = −Rickl.

But we know that
|−Ric| ≤ r−2

i Λḡi

and that the ḡkl converge in the C1,α topology to the metric coefficients gkl for
the limit metric. We can therefore conclude that the limit manifold is covered by
harmonic coordinates and that in these coordinates the metric satisfies:

1
2
∆gkl + Q (g, ∂g) = 0.

The limit metric is therefore a weak solution to the Einstein equation Ric = 0 and
must therefore be a smooth Ricci flat Riemannian manifold. It is now time to use
that: inj (Mi, ḡi) → ∞. In the limit space we have that any geodesic is a limit
of geodesics from the sequence (Mi, ḡi) , since the Riemannian metrics converge in
the C1,α topology. If a geodesic in the limit is a limit of segments, then it must
itself be a segment. We can then conclude that as inj (Mi, ḡi) → ∞ any finite
length geodesic must be a segment. This, however, implies that inj (M, g) = ∞.
The splitting theorem then shows that the limit space is Euclidean space. �

From this theorem we immediately get

Corollary 40. (M. Anderson, 1990) Let n ≥ 2 and Λ, D, i ∈ (0,∞) be given.
The class of closed Riemannian n-manifolds satisfying

|Ric| ≤ Λ,

diam ≤ D,

inj ≥ i

is precompact in the C1,α topology for any α ∈ (0, 1) and in particular contains only
finitely many diffeomorphism types.

Notice how the above theorem depended on the characterization of Euclidean
space we obtained from the splitting theorem. There are other similar characteri-
zations of Euclidean space. One of the most interesting ones uses volume pinching.
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5.3. Volume Pinching. The idea is to use the relative volume comparison
theorem rather than the splitting theorem. We know from the exercises to chapter
9 that Euclidean space is the only space with

Ric ≥ 0,

lim
r→∞

volB (p, r)
ωnrn

= 1,

where ωnrn is the volume of a Euclidean ball of radius r. This result has a very
interesting gap phenomenon associated with it, when one assumes the stronger
hypothesis that the space is Ricci flat.

Lemma 53. (M. Anderson, 1990) For each n ≥ 2 there is an ε (n) > 0 such
that any complete Ricci flat manifold (M, g) that satisfies

volB (p, r) ≥ (ωn − ε) rn

for some p ∈ M is isometric to Euclidean space.

Proof. First observe that on any complete Riemannian manifold with Ric ≥ 0,
relative volume comparison can be used to show that

volB (p, r) ≥ (1− ε) ωnrn

as long as

lim
r→∞

volB (p, r)
ωnrn

≥ (1− ε) .

It is then easy to see that if this holds for one p, then it must hold for all p. Moreover,
if we scale the metric to

(
M,λ2g

)
, then the same volume comparison still holds,

as the lower curvature bound Ric ≥ 0 can’t be changed by scaling.
If our assertion were not true, then we could for each integer i find Ricci flat

manifolds (Mi, gi) with

lim
r→∞

volB (pi, r)
ωnrn

≥ (
1− i−1

)
,

‖(Mi, gi)‖harm
C1,α,r �= 0 for all r > 0.

By scaling these metrics suitably, it is then possible to arrange it so that we have
a sequence of Ricci flat manifolds (Mi, qi, ḡi) with

lim
r→∞

volB (qi, r)
ωnrn

≥ (
1− i−1

)
,

‖(Mi, ḡi)‖harm
C1,α,1 ≤ 1,

‖qi ∈ (Mi, ḡi)‖harm
C1,α,1 ∈ [0.5, 1] .

From what we already know, we can then extract a subsequence that converges in
the Cm,α topology to a Ricci flat manifold (M, q, g). In particular, we must have
that metric balls of a given radius converge and that the volume forms converge.
Thus, the limit space must satisfy

lim
r→∞

volB (q, r)
ωnrn

= 1.

This means that we have maximal possible volume for all metric balls, and thus the
manifold must be Euclidean. This, however, violates the continuity of the norm in
the C1,α topology, as the norm for the limit space would then have to be zero. �
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Corollary 41. Let n ≥ 2, −∞ < λ ≤ Λ < ∞, and D, i0 ∈ (0,∞) be given.
There is a δ = δ

(
n, λ · i20

)
such that the class of closed Riemannian n-manifolds

satisfying

(n− 1) Λ ≥ Ric ≥ (n− 1) λ,

diam ≤ D,

volB (p, i0) ≥ (1− δ) v (n, λ, i0)

is precompact in the C1,α topology for any α ∈ (0, 1) and in particular contains only
finitely many diffeomorphism types.

Proof. We use the same techniques as when we had an injectivity radius
bound. Observe that if we have a sequence (Mi, pi, ḡi) where ḡi = k2

i gi, ki → ∞,
and the (Mi, gi) lie in the above class, then the volume condition now reads

volBḡi
(pi, i0 · ki) = kn

i volBgi
(pi, i0)

≥ kn
i (1− δ) v (n, λ, i0)

= (1− δ) v
(
n, λ · k−2

i , i0 · ki

)
.

From relative volume comparison we can then conclude that for r ≤ i0 ·ki and very
large i,

volBḡi
(pi, r) ≥ (1− δ) v

(
n, λ · k−2

i , r
) ∼ (1− δ) ωnrn.

In the limit space we must therefore have

volB (p, r) ≥ (1− δ) ωnrn for all r.

This limit space is also Ricci flat and is therefore Euclidean space. The rest of the
proof goes as before, by getting a contradiction with the continuity of the norms. �

5.4. Curvature Pinching. Let us now turn our attention to some applica-
tions of these compactness theorems. One natural subject to explore is that of
pinching results. Recall that we showed earlier that complete constant curvature
manifolds have a uniquely defined universal covering. It is natural to ask whether
one can in some topological sense still expect this to be true when one has close to
constant curvature. Now, any Riemannian manifold (M, g) has curvature close to
zero if we multiply the metric by a large scalar. Thus, some additional assumptions
must come into play.

We start out with the simpler problem of considering Ricci pinching and then
use this in the context of curvature pinching below. The results are very simple
consequences of the convergence theorem we have already presented.

Theorem 77. Given n ≥ 2, i, D ∈ (0,∞) , and λ ∈ R, there is an ε =
ε (n, λ,D, i) > 0 such that any closed Riemannian n-manifold (M, g) with

diam ≤ D,

inj ≥ i,

|Ric− λg| ≤ ε

is C1,α close to an Einstein metric with Einstein constant λ.

Proof. We already know that this class is precompact in the C1,α topology
no matter what ε we choose. If the result were not true, we could therefore find
a sequence (Mi, gi) → (M, g) that converges in the C1,α topology to a closed
Riemannian manifold of class C1,α, where in addition, |Ricgi

− λgi| → 0. Using
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harmonic coordinates as usual we can therefore conclude that the metric on the
limit space must be a weak solution to

1
2
∆g + Q (g, ∂g) = −λg.

But this means that the limit space is actually Einstein, with Einstein constant λ,
thus, contradicting that the spaces (Mi, gi) were not close to such Einstein metrics.

�

Using the compactness theorem for manifolds with almost maximal volumes we
see that the injectivity radius condition could have been replaced with an almost
maximal volume condition. Now let us see what happens with sectional curvature.

Theorem 78. Given n ≥ 2, v,D ∈ (0,∞) , and λ ∈ R, there is an ε =
ε (n, λ,D, i) > 0 such that any closed Riemannian n-manifold (M, g) with

diam ≤ D,

vol ≥ v,

|sec− λ| ≤ ε

is C1,α close to a metric of constant curvature λ.

Proof. In this case we first observe that Cheeger’s lemma gives us a lower
bound for the injectivity radius. The previous theorem then shows that such metrics
must be close to Einstein metrics. We now have to check that if (Mi, gi) → (M, g) ,
where |secgi

− λ| → 0 and Ricg = (n− 1) λg, then in fact (M, g) has constant
curvature λ. To see this, it is perhaps easiest to observe that if

Mi � pi → p ∈ M,

then we can use polar coordinates around these points to write gi = dr2 + gr,i

and g = dr2 + gr. Since the metrics converge in C1,α, we certainly have that gr,i

converge to gr. Using the curvature pinching, we conclude from chapter 6 that

sn2
λ+εi

(r) ds2
n−1 ≤ gr,i ≤ sn2

λ−εi
(r) ds2

n−1,

where εi → 0. In the limit we therefore have

sn2
λ (r) ds2

n−1 ≤ gr ≤ sn2
λ (r) ds2

n−1.

This implies that the limit metric has constant curvature λ. �

It is interesting that we had to go back and use the more geometric estimates for
distance functions in order to prove the curvature pinching, while the Ricci pinching
could be handled more easily with analytic techniques using harmonic coordinates.
One can actually prove the curvature result with purely analytic techniques, but
this requires that we study convergence in a more general setting where one uses
Lp norms and estimates. This has been developed rigorously and can be used to
improve the above results to situations were one has only Lp curvature pinching
rather than the L∞ pinching we use here (see [79], [80], and [32]).

When the curvature λ is positive, some of the assumptions in the above the-
orems are in fact not necessary. For instance, Myers’ estimate for the diameter
makes the diameter hypothesis superfluous. For the Einstein case this seems to
be as far as we can go. In the positive curvature case we can do much better. In
even dimensions, we already know from chapter 6, that manifolds with positive
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curvature have both bounded diameter and lower bounds for the injectivity radius,
provided that there is an upper curvature bound. We can therefore show

Corollary 42. Given 2n ≥ 2, and λ > 0, there is an ε = ε (n, λ) > 0 such
that any closed Riemannian 2n-manifold (M, g) with

|sec− λ| ≤ ε

is C1,α close to a metric of constant curvature λ.

This corollary is, in fact, also true in odd dimensions. This was proved by
Grove-Karcher-Ruh in [49]. Notice that convergence techniques are not immedi-
ately applicable because there are no lower bounds for the injectivity radius. Their
pinching constant is also independent of the dimension.

Also recall the quarter pinching results in positive curvature than we proved in
chapter 6. There the conclusions were much weaker and purely topological. In a
similar vein there is a nice result of Micaleff-Moore in [66]stating that any manifold
with positive isotropic curvature has a universal cover that is homeomorphic to the
sphere. However, this doesn’t generalize the above theorem, for it is not necessarily
true that two manifolds with identical fundamental groups and universal covers are
homotopy equivalent.

In negative curvature some special things also happen. Namely, Heintze has
proved that any complete manifold with −1 ≤ sec < 0 has a lower volume bound
when the dimension ≥ 4 (see also [46] for a more general statement). The lower
volume bound is therefore an extraneous condition when doing pinching in negative
curvature. Unlike the situation in positive curvature, the upper diameter bound is,
however, crucial. See, e.g., [48] and [38] for counterexamples.

This leaves us with pinching around 0. As any compact Riemannian manifold
can be scaled to have curvature in [−ε, ε] for any ε, we do need the diameter bound.
The volume condition is also necessary, as the Heisenberg group from the exercises
to chapter 3 has a quotient where there are metrics with bounded diameter and
arbitrarily pinched curvature. This quotient, however, does not admit a flat metric.
Gromov was nevertheless able to classify all n-manifolds with

|sec| ≤ ε (n) ,

diam ≤ 1

for some very small ε (n) > 0. More specifically, they all have a finite cover that is
a quotient of a nilpotent Lie group by a discrete subgroup. For more on this and
collapsing in general, the reader can start by reading [39].

6. Further Study

Cheeger first proved his finiteness theorem and put down the ideas of Ck con-
vergence for manifolds in [21]. They later appeared in journal form [22], but not all
ideas from the thesis were presented in this paper. Also the idea of general pinching
theorems as described here are due to Cheeger [23]. For more generalities on con-
vergence and their uses we recommend the surveys by Anderson, Fukaya, Petersen,
and Yamaguchi in [45]. Also for more on norms and convergence theorems the sur-
vey by Petersen in [50] might prove useful. The text [47] should also be mentioned
again. It was probably the original french version of this book that really spread
the ideas of Gromov-Hausdorff distance and the stronger convergence theorems to a
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wider audience. Also, the convergence theorem of Riemannian geometry, as stated
here, appeared for the first time in this book.

We should also mention that S. Peters in [77] obtained an explicit estimate
for the number of diffeomorphism classes in Cheeger’s finiteness theorem. This
also seems to be the first place where the modern statement of Cheeger’s finiteness
theorem is proved.

7. Exercises

(1) Find a sequence of 1-dimensional metric spaces that Hausdorff converge to
the unit cube [0, 1]3 endowed with the metric coming from the maximum
norm on R3. Then find surfaces (jungle gyms) converging to the same
space.

(2) C. Croke has shown that there is a universal constant c (n) such that any
n-manifold with inj ≥ i0 satisfies volB (p, r) ≥ c (n) · rn for r ≤ i0

2 . Use
this to show that the class of n-dimensional manifolds satisfying inj ≥ i0
and vol ≤ V is precompact in the Gromov-Hausdorff topology.

(3) Develop a Bochner formula for Hess
(

1
2g (X,Y )

)
and ∆1

2g (X,Y ) , where
X and Y are vector fields with symmetric ∇X and ∇Y. Discuss whether
it is possible to devise coordinates where Hess (gij) are bounded in terms
of the full curvature tensor. If this were possible we would be able to get
C1,1 bounds for manifolds with bounded curvature. It is still an open
question whether this is possible.

(4) Show that in contrast with the elliptic estimates, it is not possible to find
Cα bounds for a vector field X in terms of C0 bounds on X and divX.

(5) Define Cm,α convergence for incomplete manifolds. On such manifolds
define the boundary ∂ as the set of points that lie in the completion but
not in the manifold itself. Show that the class of incomplete spaces with
|Ric| ≤ Λ and inj (p) ≥ min {i0, i0 · d (p, ∂)} , i0 < 1, is precompact in the
C1,α topology.

(6) Define a weighted norm concept. That is, fix a positive function ρ (R) , and
assume that in a pointed manifold (M,p, g) the distance spheres S (p,R)
have norm ≤ ρ (R) . Prove the corresponding fundamental theorem.

(7) Suppose we have a class that is compact in the Cm,α topology. Show that
there is a function f (r) depending on the class such that ‖(M, g)‖Cm,α,r ≤
f (r) for all elements in this class, and also, f (r) → 0 as r → 0.

(8) The local models for a class of Riemannian manifolds are the types of
spaces one obtains by scaling the elements of the class by a constant
→ ∞. For example, if we consider the class of manifolds with |sec| ≤ K
for some K, then upon rescaling the metrics by a factor of λ2, we have the
condition |sec| ≤ λ−2K, as λ → ∞, we therefore arrive at the condition
|sec| = 0. This means that the local models are all the flat manifolds.
Notice that we don’t worry about any type of convergence here. If, in this
example, we additionally assume that the manifolds have inj ≥ i0, then
upon rescaling and letting λ → ∞ we get the extra condition inj = ∞.
Thus, the local model is Euclidean space. It is natural to suppose that
any class that has Euclidean space as it only local model must be compact
in some topology.
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Show that a class of spaces is compact in the Cm,α topology if when
we rescale a sequence in this class by constants that → ∞, the sequence
subconverges in the Cm,α topology to Euclidean space.

(9) Consider the singular Riemannian metric dt2 + (at)2 dθ2, a > 1, on R2.
Show that there is a sequence of rotationally symmetric metrics on R2

with sec ≤ 0 and inj = ∞ that converge to this metric in the Gromov-
Hausdorff topology.

(10) Show that the class of spaces with inj ≥ i and
∣∣∣∇kRic

∣∣∣ ≤ Λ for k =

0, . . . , m is compact in the Cm+1,α topology.
(11) (S.-h. Zhu) Consider the class of complete or compact n-dimensional

Riemannian manifolds with

conj.rad ≥ r0,

|Ric| ≤ Λ,

volB (p, 1) ≥ v.

Using the techniques from Cheeger’s lemma, show that this class has a
lower bound for the injectivity radius. Conclude that it is compact in the
C1,α topology.

(12) Using the Eguchi-Hanson metrics from the exercises to chapter 3 show
that one cannot in general expect a compactness result for the class

|Ric| ≤ Λ,

volB (p, 1) ≥ v.

Thus, one must assume either that v is large as we did before or that there
a lower bound for the conjugate radius.

(13) The weak (harmonic) norm ‖(M, g)‖weak
Cm,α,r is defined in almost the same

way as the norms we have already worked with, except that we only insist
that the charts ϕs : B (0, r) → Us are immersions. The inverse is therefore
only locally defined, but it still makes sense to say that it is harmonic.
(a) Show that if (M, g) has bounded sectional curvature, then for all

Q > 0 there is an r > 0 such that ‖(M, g)‖weak
C1,α,r ≤ Q. Thus, the

weak norm can be thought of as a generalized curvature quantity.
(b) Show that the class of manifolds with bounded weak norm is pre-

compact in the Gromov-Hausdorff topology.
(c) Show that (M, g) is flat iff the weak norm is zero on all scales.



CHAPTER 11

Sectional Curvature Comparison II

In the first section we explain how one can find generalized gradients for dis-
tance functions in situations where the function might not be smooth. This critical
point technique is used in the proofs of all the big theorems in this chapter. The
other important technique comes from Toponogov’s theorem, which we prove in the
next section. The first applications of these new ideas are to sphere theorems. We
then prove the soul theorem of Cheeger and Gromoll. Next, we discuss Gromov’s
finiteness theorem for bounds on Betti numbers and generators for the fundamen-
tal group. Finally, we show that these techniques can be adapted to prove the
Grove-Petersen homotopy finiteness theorem.

Toponogov’s theorem is a very useful refinement of Gauss’s early realization
that curvature and angle excess of triangles are related. The fact that Toponogov’s
theorem can be used to get information about the topology of a space seems to
originate with Berger’s proof of the quarter pinched sphere theorem. Toponogov
himself proved these theorems in order to establish the splitting theorem for man-
ifolds with nonnegative sectional curvature and the maximal diameter theorem for
manifolds with a positive lower bound for the sectional curvature. As we saw in
chapter 9, these results now hold in the Ricci curvature setting. The next use of
Toponogov was to the soul theorem of Cheeger-Gromoll-Meyer. However, Topono-
gov’s theorem is not truly needed for any of the results mentioned so far. With
little effort one can actually establish these theorems with more basic comparison
techniques. Still, it is convenient to have a workhorse theorem of universal use.
It wasn’t until Grove and Shiohama developed critical point theory to prove their
diameter sphere theorem that Toponogov’s theorem was put to serious use. Shortly
after that, Gromov put these two ideas to even more nontrivial use, with his Betti
number estimate for manifolds with nonnegative sectional curvature. After that,
it became clear that in working with manifolds that have lower sectional curvature
bounds, the two key techniques are Toponogov’s theorem and the critical point the-
ory of Grove-Shiohama. These two very geometric techniques are still being used
to prove many interesting and nontrivial results.

1. Critical Point Theory

In the particular generalized critical point theory developed here, the object is
to define generalized gradients of continuous functions and then use these gradients
to conclude that certain regions of a manifold have no topology. The motivating
basic lemma is the following:

Lemma 54. Let (M, g) be a Riemannian manifold and f : M → R a proper
smooth function. If f has no critical values in the closed interval [a, b] , then the
preimages f−1 ([−∞, b]) and f−1 ([−∞, a]) are diffeomorphic. Furthermore, there

333
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Figure 11.1

is a deformation retraction of f−1 ([−∞, b]) onto f−1 ([−∞, a]) , in particular, the
inclusion

f−1 ([−∞, a]) ↪→ f−1 ([−∞, b])

is a homotopy equivalence.

Proof. The idea is simply to move the level sets via the gradient of f. Since
there are no critical points for f the gradient∇f is nonzero everywhere on f−1 ([a, b]) .
We then construct a bump function ψ : M → [0, 1] that is 1 on the compact set
f−1 ([a, b]) and zero outside some compact neighborhood of f−1 ([a, b]) . Finally
consider the vector field

X = ψ · ∇f

|∇f |2
This vector field has compact support and must therefore be complete (integral
curves are defined for all time). Let F t denote the flow for this vector field. (See
Figure 11.1)

For fixed q ∈ M consider the function t → f (F t (q)) . The derivative of this
function is g (X,∇f) , so as long as the integral curve t → F t (q) remains in
f−1 ([a, b]) , the function t → f (F t (q)) is linear with derivative 1. In particular,
the diffeomorphism F b−a : M → M must carry f−1 ([−∞, a]) diffeomorphically
onto f−1 ([−∞, b]) .

Moreover, by flowing backwards we can define the desired retraction:

rt : f−1 ([−∞, b]) → f−1 ([−∞, b]) ,

rt (p) =
{

p if f (p) ≤ a,
F t(a−f(p)) (p) if a ≤ f (p) ≤ b.

Then r0 = id, and r1 maps f−1 ([−∞, b]) diffeomorphically onto f−1 ([−∞, a]) . �

Notice that we used in an essential way that the function is proper to conclude
that the vector field is complete. In fact, if we delete a single point from the region
f−1 ([a, b]) , then the function still won’t have any critical values, but clearly the
conclusion of the lemma is false.

We shall now try to generalize this lemma to functions that are not even C1. To
minimize technicalities we shall work exclusively with distance functions. Suppose
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p p

Figure 11.2

(M, g) is complete and K ⊂ M a compact subset. Then the distance function

r (x) = d (x,K) = min {d (x, p) : p ∈ K}
is proper. Wherever this function is smooth, we know that it has unit gradient
and must therefore be noncritical at such points. However, it might also have
local maxima, and at such points we certainly wouldn’t want the function to be
noncritical. To define the generalized gradient for such functions, let us list all the
possible values it could have. Define Γ (x,K) , or simply Γ (x) , as the set of unit
vectors in TxM that are tangent to a segment from K to x. That is, v ∈ Γ (x,K) ⊂
TxM if there is a unit speed segment σ : [0, �] → M such that σ (0) ∈ K, σ (�) = x,
and v = σ̇ (�) . Note that σ is chosen such that no shorter curve from x to K exists.
There might, however, be several such segments. In the case where r is smooth at
x, we clearly have that {∇r} = Γ (x,K) . At other points, Γ (x,K) might contain
more vectors. We say that r is regular, or noncritical, at x if the set Γ (x,K) is
contained in an open hemisphere of the unit sphere in TxM. The center of such a
hemisphere is then a possible averaged direction for the gradient of r at x. Stated
differently, we have that r is regular at x iff there is a vector v ∈ TxM such that the
angles ∠ (v, w) < π/2 for all w ∈ Γ (x,K) . If v is a unit vector, then it will be the
center of the desired hemisphere. We can quantify being regular by saying that r is
α-regular at x if there exist v ∈ TxM such that ∠ (v, w) < α for all w ∈ Γ (x,K) .
Thus, r is regular at x iff it is π/2-regular. The set of vectors v that can be used in
the definition of α-regularity is denoted by Gαf (x) , where G stands for generalized
gradient.

Evidently, a point x is critical for d (·, p) if the segments from p to x spread out
at x, while it is regular if they more or less point in the same direction. (See Figure
11.2) It was Berger who first realized and showed that a local maximum must be
critical in the above sense. Berger’s result is a consequence of the next proposition.

Proposition 47. Suppose (M, g) and r = d (·,K) are as above. Then:
(1) Γ (x,K) is closed and therefore compact for all x.
(2) The set of α-regular points is open in M.
(3) Gαr (x) is convex for all α ≤ π

2 .
(4) If U is an open set of α-regular points for r, then there is a unit vector field

X on U such that X (x) ∈ Gαr (x) for all x ∈ U. Furthermore, if γ is an integral
curve for X and s < t, then

r (γ (t))− r (γ (s)) > cos (α) (t− s) .
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Proof. (1) Let σi : [0, �] → M be a sequence of unit speed segments from K
to x with σ̇i (�) converging to some unit vector v ∈ TxM. Clearly,

σ (t) = expx ((�− t) v)

is the limit of the segments σi and must therefore be a segment itself. Furthermore,
since K is closed σ (0) ∈ K.

(2) Suppose xi → x, and xi is not α-regular. We shall show that x is not
α-regular. This means that for each v ∈ TxM, we can find w ∈ Γ (x,K) such that
∠ (v, w) ≥ α. Now, for some fixed v ∈ TxM, choose a sequence vi ∈ Txi

M converging
to v. For each i we can, by assumption, find wi ∈ Γ (xi,K) with ∠ (vi, wi) ≥ α.
The sequence of unit vectors wi must now subconverge to a vector w ∈ TxM.
Furthermore, the sequence of segments σi that generate wi must also subconverge
to a segment that is tangent to w. Thus, w ∈ Γ (x,K) .

(3) First observe that if α ≤ π/2, then for each w ∈ TxM, the open cone

Cα (w) = {v ∈ TxM : ∠ (v, w) < α}

is convex. Then observe that Gαr (x) is the intersection of the cones Cα (w) , w ∈
Γ (x,K) , and is therefore itself convex.

(4) For each p ∈ U we can find vp ∈ Gαr (p) . For each p, extend vp to a vector
field Vp. It now follows from the proof of (2) that Vp (x) ∈ Gαr (x) for x near p.
We can then assume that Vp is defined on a neighborhood Up on which it is a
generalized gradient. We can now select a locally finite collection {Ui} of Up’s and
a corresponding partition of unity λi. Then property (3) tells us that the vector
field

V =
∑

λiVi ∈ Gαr.

In particular, it is nonzero and can therefore be normalized to a unit vector field.
The last property is clearly true at points where r is smooth, because in that

case the derivative of t → r ◦ γ is

g (X,∇r) = cos ∠ (X,∇r) > cos α.

Now observe that since r is Lipschitz continuous, this function is at least absolutely
continuous. This implies that r ◦ γ is differentiable a.e. and is the integral of
its derivative. It might, however, happen that r ◦ γ is differentiable at a point x
where ∇r is not defined. To see what happens at such points we select a variation
γ̄ (s, t) such that t → γ̄ (0, t) is a segment from K to x, γ̄ (s, 0) = γ̄ (0, 0) , and
γ̄ (s, 1) = γ (s) is the integral curve for X through x. Thus

1
2

(r ◦ γ)2 ≤ 1
2

(∫ 1

0

∣∣∣∣∂γ

∂t

∣∣∣∣ dt

)2

≤ 1
2

∫ 1

0

∣∣∣∣∂γ

∂t

∣∣∣∣2 dt

= E (γs)
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with equality holding for s = 0. Assuming that r ◦ γ is differentiable at s = 0 we
get

r (γ (0))
dr ◦ γ

dt
|s=0 =

dE

ds
|s=0

= g

(
∂γ̄

∂t
(0, b) ,

∂γ̄

∂s
(0, b)

)
= g

(
∂γ̄

∂t
(0, b) , X

)
=

∣∣∣∣∂γ̄

∂t

∣∣∣∣ cos
(

∠
(

X,
∂γ̄

∂t

))
> r (γ (0)) cos α.

This proves the desired property. �

We can now generalize the above retraction lemma.

Lemma 55. Let (M, g) and r = d (·,K) be as above. Suppose that all points
in r−1 ([a, b]) are α-regular for α < π/2. Then r−1 ([−∞, a]) is homeomorphic to
r−1 ([−∞, b]) , and r−1 ([−∞, b]) deformation retracts onto r−1 ([−∞, a]) .

Proof. The construction is similar to the first lemma but a little more in-
volved. We can construct a compactly supported vector field X such that the flow
F t for X satisfies

r
(
F t (p)

)− r (p) > t · cos (α) , t ≥ 0 if p, F t (p) ∈ r−1 ([a, b]) .

For each p ∈ r−1 (b) we can therefore find a first time tp ≤ b−a
cos α for which F−tp (p) ∈

r−1 (a) . The function p → tp is continuous and thus we get the desired retraction

rt : r−1 ([−∞, b]) → r−1 ([−∞, b]) ,

rt (p) =
{

p if r (p) ≤ a
F−t·tp (p) if a ≤ r (p) ≤ b

.

�

Note that as the level sets for r are not smooth, we can’t expect to get diffeo-
morphic sublevels. It is now a question of how this can be used. As a very simple
result let us mention

Corollary 43. Suppose K is a compact submanifold of a complete Riemann-
ian manifold (M, g) and suppose the distance function r = d (·,K) is regular every-
where on M − K. Then M is diffeomorphic to the normal bundle of K in M. In
particular, if K = {p} , then M is diffeomorphic to Rn.

Proof. We know that M −K admits a vector field X, such that r is strictly
increasing along the integral curves for X. Moreover, near K the distance function
is smooth, and therefore X can be assumed to be equal to ∇r near K.

If
ν (K) = {v ∈ TpM : p ∈ K and v ⊥ TpK} ,

then we have the normal exponential map

exp : ν (K) → M.
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Figure 11.3

On a neighborhood of the zero section in ν (K) we know that this gives a diffeo-
morphism onto a neighborhood of K. Also, the curves t → exp (tv) are, for small t,
integral curves for X. In particular, we have for each v ∈ ν (K) a unique integral
curve for X denoted γv (t) : (0,∞) → M such that limt→0 γ̇v (t) = v. Now define
our diffeomorphism F : ν (K) → M by

F (0p) = p for the origin in νp (K) ,

F (tv) = γv (t) where |v| = 1.

This clearly defines a differentiable map. For small t this is just the exponential
map. The map is one-to-one since integral curves for X can’t intersect. It is onto,
since r is proper, and therefore integral curves for X are defined for all time and
must leave every compact set (since r is increasing along integral curves). Finally,
as it is a diffeomorphism onto a neighborhood of K by the normal exponential map
and the flow of a vector field always acts by local diffeomorphisms we see that it
has nonsingular differential everywhere. �

2. Distance Comparison

In this section we shall introduce the main results that will make it possible
to conclude that various distance functions are noncritical. This obviously requires
some sort of angle comparison. The most important step in this direction is supplied
by the Toponogov theorem (or the hinge version of Toponogov’s theorem; there are
triangle and angle versions as well). The proof we present is probably the simplest
available; and is based upon an idea by H. Karcher (see [28]).

Some preparations are necessary. Let (M, g) be a Riemannian manifold. We
define two very natural geometric objects:

Hinge: A hinge consists of two segments σ1 and σ2 emanating from a common
point p and forming an angle α. We shall always parametrize the geodesics by arc
length and assume that

σ1 (� (σ1)) = p = σ2 (0) .

The angle α is then defined as

α = π − ∠ (σ̇1 (� (σ1)) , σ̇2 (0)) .

Thus, the first segment ends at p, while the second begins there. The angle is the
interior angle. See also Figure 11.3.

Triangle: A triangle consists of three segments that meet pairwise at three
different points.

In both definitions one could use geodesics. It is then possible to have degen-
erate triangles where some vertices coincide without the joining geodesics being
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trivial. We shall use the more general hinges where σ1 is a segment and σ2 merely
a geodesic in a few situations. In Figure 11.4 we have depicted a triangle consisting
of segments, and a degenerate triangle where one of the sides is a geodesic loop and
two of the vertices coincide.

Given a hinge (or a triangle), we can construct comparison hinges (or triangles)
in the constant-curvature spaces Sn

k .

Lemma 56. Suppose (M, g) is complete and has sec ≥ k. Then for each hinge
(or triangle) in M we can find a comparison hinge (or triangle) in Sn

k where the
corresponding segments have the same length and the angle is the same (all corre-
sponding segments have the same length).

Proof. Suppose we have three points p, q, r ∈ M. First, we know that in case
k > 0, Myers’ theorem implies

diamM ≤ π/
√

k = diamSn
k .

Thus, any segments between these three points have length ≤ π/
√

k.
The hinge case. Here we have segments from p to q and from q to r forming an

angle α at q. In the space form we can first choose p̄ and q̄ such that d (p̄, q̄) = d (p, q)
and then join them by a segment. This is possible because d (p, q) ≤ π/

√
k. At q̄

we can then choose a direction that forms an angle α with the chosen segment.
Then we take the unique geodesic going in this direction, and using the arc length
parameter we go out distance d (q, r) along this geodesic. This will now be a
segment, as d (q, r) ≤ π/

√
k. We have then found the desired hinge.

The triangle case is similar. First, pick p̄ and q̄ as above. Then, consider the
two distance spheres ∂B (p̄, d (p, r)) and ∂B (q̄, d (q, r)) . Since all possible triangle
inequalities between p, q, r hold and d (q, r) , d (p, r) ≤ π/

√
k, these distance spheres

are nonempty and intersect. Then, let r̄ be any point in the intersection.
To be honest here, we must use Cheng’s diameter theorem in case any of the

distances is π/
√

k. In this case there is nothing to prove as (M, g) = Sn
k . �

We can now state the Toponogov comparison theorem.

Theorem 79. (Toponogov, 1959) Let (M, g) be a complete Riemannian man-
ifold with sec ≥ k.

Hinge Version: Given any hinge with vertices p, q, r ∈ M forming an angle
α at q, it follows, that for any comparison hinge in Sn

k with vertices p̄, q̄, r̄ we have:
d (p, r) ≤ d (p̄, r̄) .
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Figure 11.5

Figure 11.6

Triangle Version: Given any triangle in M, it follows that the interior angles
are larger than the corresponding interior angles for a comparison triangle in Sn

k .
See also Figure 11.5

The proof requires a little preparation. First, we claim that the hinge version
implies the triangle version. This follows from the law of cosines in constant curva-
ture. This law shows that if we have p, q, r ∈ Sn

k and increase the distance d (p, r)
while keeping d (p, q) and d (q, r) fixed, then the angle at q increases as well. For
simplicity, we shall only look at the cases where k = 1, 0,−1.

Proposition 48. (Law of Cosines) Let a triangle be given in Sn
k with side

lengths a, b, c. If α denotes the angle opposite to a, then

k = 0 a2 = b2 + c2 − 2bc cos α.
k = −1 cosh a = cosh b cosh c− sinh b sinh c cos α.
k = 1 cos a = cos b cos c + sin b sin c cos α.

Proof. The general setup is the same in all cases. Namely, we suppose that a
point p ∈ Sn

k and a unit speed segment σ : [0, c] → Sn
k are given. We then investigate

the restriction of the distance function from p to σ. If we denote r (x) = d (p, x),
then we are going to study ϕ (t) = r ◦ σ (t) . See also Figure 11.6

Case k = 0: Note that t → d (p, σ (t)) is not a very nice function, as it is the
square root of a quadratic polynomial. This, however, indicates that the function
will become more manageable if we square it. Thus, we consider

ϕ (t) =
1
2

(r ◦ σ (t))2 =
1
2
|p− σ (t)|2 .
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We wish to compute the first and second derivatives of this function. This requires
that we know the gradient and Hessian.

∇1
2
r2 = ∇1

2

((
x1

)2
+ · · ·+ (xn)2

)
= xi∂i

= r∇r;

Hess
1
2
r2 = ∇d

(
1
2
r2

)
= ∇

∑
xidxi

=
∑

dxidxi

As σ is a unit speed geodesic we get

ϕ′ (t) = g

(
σ̇,∇1

2
r2

)
,

ϕ′′ (t) = Hess
1
2
r2 (σ̇, σ̇) = 1.

So if we define b = d (p, σ (0)) and let α be the interior angle between σ and the
line joining p with σ (0) , then we have

cos (π − α) = − cos α = g (σ̇ (0) ,∇r) .

After integration of ϕ′′ = 1, we get

ϕ (t) = ϕ (0) + ϕ′ (0) · t +
1
2
t2

=
1
2
b2 − b · cos α · t +

1
2
t2.

Now set t = c and define a = d (p, σ (c)) , then
1
2
a2 =

1
2
b2 − b · c · cos α +

1
2
c2,

from which the law of cosines follows.
Case k = −1: This time we must modify the distance function in a different

way. Namely, consider
ϕ (t) = cosh (r ◦ σ (t))− 1.

Then

ϕ′ (t) = sinh (r ◦ σ (t)) g (∇r, σ̇) ,

ϕ′′ (t) = cosh (r ◦ σ (t)) = ϕ (t) + 1.

As before, we have b = d (p, σ (0)) , and the interior angle satisfies

cos (π − α) = − cos α = g (σ̇ (0) ,∇d) .

Thus, we must solve the initial value problem

ϕ′′ − ϕ = 1,
ϕ (0) = cosh (b)− 1,

ϕ′ (0) = − sinh (b) cos α.
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The general solution is

ϕ (t) = C1 cosh t + C2 sinh t− 1
= (ϕ (0) + 1) cosh t + ϕ′ (0) sinh t− 1.

So if we let t = c and a = d (p, σ (c)) as before, we arrive at

cosh a− 1 = cosh b cosh c− sinh b sinh c cos α− 1,

which implies the law of cosines again.
Case k = 1: This case is completely analogous to the case k = −1. We set

ϕ = 1− cos (r ◦ σ (t))

and arrive at the initial value problem

ϕ′′ + ϕ = 1,
ϕ (0) = 1− cos (b) ,

ϕ′ (0) = − sin b cos α.

Then,

ϕ (t) = C1 cos t + C2 sin t + 1
= (ϕ (0)− 1) cos t + ϕ′ (0) sin t + 1,

and consequently

1− cos a = − cos b cos c− sin b sin c cos α + 1,

which implies the law of cosines. �

The proof of the law of cosines suggests that in working in space forms it is
easier to work with a modified distance function, the main advantage being that
the Hessian is much simpler. Something similar can be done in variable curvature.

Lemma 57. Let (M, g) be a complete Riemannian manifold, p ∈ M, and r (x) =
d (x, p) . If secM ≥ k, then the Hessian of r satisfies

k = 0: The function r0 = 1
2r2 satisfies Hessr0 ≤ g in the support sense every-

where.
k = −1: The function r−1 = cosh r − 1 satisfies Hessr−1 ≤ (cosh r) g =

(r−1 + 1) g in the support sense everywhere.
k = 1: The function r1 = 1− cos r satisfies Hessr1 ≤ (cos r) g = (−r1 + 1) g in

the support sense everywhere.

Proof. All three proofs are, of course, similar so we concentrate just on the
first case. The comparison estimates from chapter 6 imply that whenever r is
smooth and w is perpendicular to ∇r, then

Hessr (w,w) ≤ 1
r
g (w,w) .

For such w one can therefore immediately see that

Hessr0 (w,w) ≤ g (w,w) .

If instead, w = ∇r, then it is trivial that this holds, whence we have established the
Hessian estimate at points where r is smooth. At all other points we just use the
same trick by which we obtained the Laplacian estimates with lower Ricci curvature
bounds in chapter 9. �
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Figure 11.7

We are now ready to prove the hinge version of Toponogov’s theorem. The
proof is divided into the three cases: k = 0,−1, 1. But the setup is the same in all
cases. We shall assume that a point p ∈ M and a geodesic σ : [0, �] → M are given.
Correspondingly, we assume that a point p̄ ∈ Sn

k and segment σ̄ : [0, �] → Sn
k are

given. Given the appropriate initial conditions, we claim that

d (p, σ (t)) ≤ d (p̄, σ̄ (t)) .

We shall for simplicity assume that d (x, p) is smooth at σ (0) . Then the initial
conditions are

d (p, σ (0)) ≤ d (p̄, σ̄ (0)) ,

g (∇r, σ̇ (0)) ≤ gk

(
∇r̄,

d

dt
σ̄ (0)

)
.

In case r is not smooth at σ (0) , we can just slide σ down along a segment joining
p with σ (0) and use a continuity argument. This also shows that we can use the
stronger initial condition

d (p, σ (0)) < d (p̄, σ̄ (0)) .

In Figure 11.7 we have shown how σ can be changed by moving it down along
a segment joining p and σ (0) . We have also shown how the angles can be slightly
decreased. This will be important in the last part of the proof.

Proof of k = 0. We consider the modified functions

ϕ (t) =
1
2

(r ◦ σ (t))2 ,

ϕ̄ (t) =
1
2

(r̄ ◦ σ̄ (t))2 .

For small t these functions are smooth and satisfy

ϕ (0) < ϕ̄ (0) ,

ϕ′ (0) ≤ ϕ̄′ (0) .

Moreover, for the second derivatives we have

ϕ′′ ≤ 1 in the support sense,
ϕ̄′′ = 1,
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whence the difference ψ (t) = ϕ̄ (t)− ϕ (t) satisfies

ψ (0) > 0,

ψ′ (0) ≥ 0,

ψ′′ (t) ≥ 0 in the support sense.

This shows that ψ is a convex function that is positive and increasing for small
t, and hence increasing, and in particular positive, for all t. This proves the hinge
version. �

Proof of k = −1. Consider

ϕ (t) = cosh r ◦ σ (t)− 1,

ϕ̄ (t) = cosh r̄ ◦ σ̄ (t)− 1.

Then

ϕ (0) < ϕ̄ (0) ,

ϕ′ (0) ≤ ϕ̄′ (0) ,

ϕ′′ ≤ ϕ + 1 in the support sense,
ϕ̄′′ = ϕ̄ + 1.

Then the difference ψ = ϕ̄− ϕ satisfies

ψ (0) > 0,

ψ′ (0) ≥ 0,

ψ′′ (t) ≥ ψ (t) in the support sense.

The first condition again implies that ψ is positive for small t. The last condition
shows that as long as ψ is positive, it is also convex. The second condition then
shows that ψ is increasing to begin with. It must now follow that ψ keeps increasing.
Otherwise, there would be a positive maximum, and that violates convexity at
points where ψ is positive. �

Proof of k = 1. Case k = 1: This case is considerably harder. We begin as
before by defining

ϕ (t) = 1− cos (r ◦ σ (t)) ,

ϕ̄ (t) = 1− cos (r̄ ◦ σ̄ (t))

and then observing that the difference ψ = ϕ̄− ϕ satisfies

ψ (0) > 0,

ψ′ (0) ≥ 0,

ψ′′ (t) ≥ −ψ (t) in the support sense.

That, however, doesn’t look very promising. Even though the function starts out
being positive, the last condition only gives a negative lower bound for the second
derivative. At this point some people might recall that perhaps Sturm-Liouville
theory could save us. But for that to work well it is best to assume ψ′ (0) > 0.
Thus, another little continuity argument is necessary as we need to perturb σ again
to decrease the interior angle. If the interior angle is positive, this can clearly be
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done, and in the case where this angle is zero the hinge version is trivially true
anyway. Now define ζ (t) by

ζ ′′ = − (1 + ε) ζ,

ζ (0) = ψ (0) = α > 0,

ζ ′ (0) = ψ′ (0) = β > 0,

this means that

ζ (t) =

√
α2 +

β2

1 + ε
· sin

(√
1 + ε · t + arctan

(
α · √1 + ε

β

))
.

For small t we have

(ψ (t)− ζ (t))′′ ≥ −ψ (t) + (1 + ε) ζ (t)
= ζ (t)− ψ (t) + εζ (t)
> 0.

Thus we have ψ (t)−ζ (t) ≥ 0 for small t. We now wish to extend this to the interval
where ζ (t) is positive, i.e., for

t <
π − arctan

(
α·√1+ε

β

)
√

1 + ε
,

To get this to work, consider the quotient

h =
ψ

ζ
.

So far, we know that this function satisfies

h (0) = 1,

h (t) ≥ 1 for small t.

Should it therefore dip below 1 before reaching the end of the interval, then h
would have a positive local maximum at some t0. At this point we can use support
functions ψδ for ψ from below, and conclude that also ψδ

ζ has a local maximum at
t0. Thus, we have

0 ≥ d2

dt2

(
ψδ

ζ

)
(t0)

=
ψ′′

δ (t0)
ζ (t0)

− 2
ζ ′ (t0)
ζ (t0)

· d

dt

(
ψδ

ζ

)
t=t0

− ψδ (t0)
ζ2 (t0)

ζ ′′ (t0)

≥ −ψδ (t0)− δ

ζ (t0)
+

ψδ (t0)
ζ (t0)

(1 + ε)

=
ε · ψδ (t0)− δ

ζ (t0)
.

But this becomes positive as δ → 0, since we assumed ψδ (t0) > 0, and so we have
a contradiction. Next, we can let ε → 0 and finally, let α → 0 to get the desired
estimate for all t ≤ π using continuity. �
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Note that we never really use in the proof that we work with segments. The
only thing that must hold is that the geodesics in the space form are segments. For
k ≤ 0 this is of course always true, but when k = 1 this means that the geodesic
must have length ≤ π. This was precisely the important condition in the last part
of the proof.

3. Sphere Theorems

Our first applications of the Toponogov theorem are to the case of positively
curved manifolds. Using scaling, we shall assume throughout this section that we
work with a closed Riemannian n-manifold (M, g) with sec ≥ 1. For such spaces we
have established

(1) diam (M, g) ≤ π, with equality holding only if M = Sn (1) .
(2) If n is odd, then M is orientable.
(3) If n is even and M is orientable, then M is simply connected and inj (M) ≥

π/
√

max sec.
(4) If n is even and max sec is close to 1, then (M, g) is close to a constant

curvature metric. In particular, M must be a sphere when it is simply
connected.

(5) It has also been mentioned that Klingenberg has shown that if M is simply
connected and max sec < 4, then inj (M) ≥ π/

√
max sec.

(6) If M is simply connected and max sec < 4, then M is homotopy equivalent
to a sphere.

The penultimate result is quite subtle and is beyond what we can prove here.
Gromov (see [36]) has a proof of this that in spirit goes as follows: One considers
p ∈ M. If the upper curvature bound is 4 − δ, then we know that if we pull the
metric back to the tangent bundle, then there are no conjugate points on the disc
B

(
0, π/

√
4− δ

)
. Consider the modified distance r1 to the origin in TpM. This

function is smooth on B
(
0, π/

√
4− δ

)
and satisfies

Hessr1 ≤ (1− r1) g = (cos r) g.

On the region

B

(
0,

π√
4− δ

)
− B̄ (0, π/2)

this function will therefore have strictly negative Hessian. In particular, the level
sets for r or r1 that lie in that region are strictly concave. Now map these level
sets down into M via the exponential map. As this map is nonsingular they will
be mapped to strictly concave, possibly immersed, hypersurfaces in M. In the case
where M is simply connected, one can prove an analogue to the Hadamard the-
orem for immersed convex hypersurfaces, namely, that they must be embedded
spheres (this also uses that M has nonnegative curvature). However, if these hy-
persurfaces are embedded, then the exponential map must be an embedding on
B

(
0, π/

√
4− δ

)
, and in particular, we obtain the desired injectivity radius esti-

mate.
We can now prove the celebrated Rauch-Berger-Klingenberg sphere theorem,

also known as the quarter pinched sphere theorem. Note that the conclusion is
stronger than Berger’s result mentioned in chapter 6. The part of the proof pre-
sented below is also due the Berger.
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Theorem 80. (1951-1961) If M is a simply connected closed Riemannian man-
ifold with 1 ≤ sec ≤ 4− δ, then M is homeomorphic to a sphere.

Proof. We gave a different proof of this in chapter 6 that used index estima-
tion.

We have shown that the injectivity radius is ≥ π/
√

4− δ. Thus, we have large
discs around every point in M. Now select two points p, q ∈ M such that d (p, q) =
diamM. Note that

diamM ≥ injM >
π

2
.

We now claim that every point x ∈ M lies in one of the two balls B
(
p, π/

√
4− δ

)
,

or B
(
q, π/

√
4− δ

)
, and thus M is covered by two discs. This certainly makes M

look like a sphere as it is the union of two discs. Below we shall construct an explicit
homeomorphism to the sphere in a more general setting.

Now take x ∈ M. Let d = diamM = d (p, q), a = d (p, x) , and b = d (x, q) . If,
for instance, b > π/2, then we claim that a < π/2. First, observe that since q is at
maximal distance from p, it must follow that q cannot be a regular point for the
distance function to p. Therefore, if we select any segment σ1 from x to q, then we
can find a segment σ2 from p to q that forms an angle α ≤ π/2 with σ1 at q. Then
we can consider the hinge σ1, σ2 with angle α. The hinge version of Toponogov’s
theorem implies

cos a ≥ cos b cos d + sin b sin d cos α

≥ cos b cos d.

Now, both b, d > π/2, so the left hand side is positive. This implies that a < π/2,
as desired. �

Recall from the last chapter that Micaleff and Moore proved a similar theorem
for manifolds that only have positive isotropic curvature.

Note that the theorem does not say anything about the non-simply connected
situation. Thus we cannot conclude that such spaces are homeomorphic to spaces
of constant curvature. Only that the universal covering is a sphere.

The above proof suggests, perhaps, that the conclusion of the theorem should
hold as long as the manifold has large diameter. This is the content of the next
theorem. This theorem was first proved by Berger for simply connected manifolds
with a different proof and a slightly weaker conclusion. The present version is
known as the Grove-Shiohama diameter sphere theorem. It was for the purpose of
proving this theorem that Grove and Shiohama introduced critical point theory.

Theorem 81. (Berger, 1962 and Grove-Shiohama, 1977) If (M, g) is a closed
Riemannian manifold with sec ≥ 1 and diam > π/2, then M is homeomorphic to a
sphere.

Proof. We first give Berger’s index estimation proof that follows his index
proof of the quarter pinched sphere theorem. The goal is to find p ∈ M such that
all geodesic loops at p have length > π. The proof from chapter 6, then carries over
verbatim. To this end select p, q ∈ M such that

d (p, q) = diamM = d > π/2.

We claim that p has the desired property. Supposing otherwise we get a geodesic
loop γ : [0, 1] → M based at p of length ≤ π. As p is at maximal distance from q,
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Figure 11.8

we can find a segment σ from q to p such that the hinge spanned by σ and γ has
angle ≤ π/2. While γ is not a segment it is sufficiently short that the hinge version
of Toponogov’s theorem still holds. Thus we must have

0 > cos (d (p, q))
= cos (d (σ (0) , γ (1)))
≥ cos (d (σ (0) , σ (1))) cos (� (γ))
= cos (d (p, q)) cos (� (γ)) .

This is clearly not possible unless � (γ) = 0.
We now give the Grove-Shiohama proof. Fix p, q ∈ M with

d (p, q) = diamM = d > π/2.

The claim is that the distance function from p has only q as a critical point. To see
this, let x ∈ M − {p, q} and let α be the angle between any two geodesics from x
to p and q. If we suppose that α ≤ π/2 and set b = d (p, x) and c = d (x, q) , then
the hinge version of Toponogov’s theorem implies

0 > cos d ≥ cos b cos c + sin b sin c cos α

≥ cos b cos c.

But then cos b and cos c have opposite signs. If, for example, cos b ∈ (0, 1) , then
we have cos d > cos c, which implies c > d = diamM. Thus we have arrived at a
contradiction, and hence we must have α > π/2. See also Figure 11.8

We can now construct a vector field X that is the gradient field for x → d (x, p)
near p and the negative of the gradient field for x → d (x, q) near q. Furthermore,
the distance to p increases along integral curves for X. For each x ∈ M − {p, q}
there is a unique integral curve γx (t) for X through x.Suppose that x varies over
a small distance sphere ∂B (p, ε) that is diffeomorphic to Sn−1. After time tx this
integral curve will hit the distance sphere ∂B (q, ε) which can also be assumed to
be diffeomorphic to Sn−1. The function x → tx is continuous and in fact smooth as
both distance spheres are smooth submanifolds. Thus we have a diffeomorphism
defined by

∂B (p, ε)× [0, 1] → M − (B (p, ε) ∪B (q, ε)) ,

(x, t) → γx (t · tx)

Gluing this map together with the two discs B (p, ε) and B (q, ε) then yields a con-
tinuous bijection M → Sn. Note that the construction does not guarantee smooth-
ness of this map on ∂B (p, ε) and ∂B (q, ε). �
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Aside from the fact that the conclusions in the above theorems could possibly
be strengthened to diffeomorphism, we have optimal results. Complex projective
space has curvatures in [1, 4] and diameter π/2 and the real projective space has
constant curvature 1 and diameter π/2. If one relaxes the conditions slightly, it is,
however, still possible to say something.

Theorem 82. Suppose (M, g) is simply connected of dimension n with 1 ≤
sec ≤ 4 + ε.

(1) (Berger, 1983) If n is even, then there is ε (n) > 0 such that M must be
homeomorphic to a sphere or diffeomorphic to one of the spaces CPn/2, HPn/4,
OP 2.

(2) (Abresch-Meyer, 1994) If n is odd, then there is an ε > 0, which can be
chosen independently of n, such that M is homeomorphic to a sphere.

The spaces CPn/2, HPn/4, or OP 2 are known as the compact rank 1 symmetric
spaces (CROSS). The complex projective space has already been studied in chapters
3 and 8. The quaternionic projective space is HPn = S4n+3/S3, but the octonion
plane is a bit more exotic: F4/Spin (9) = OP 2 (see also chapter 8 for more on these
spaces). The proof of (1) uses convergence theory. First, it is shown that if ε = 0,
then M is either homeomorphic to a sphere or isometric to one of the CROSSs.
Then using the injectivity radius estimate in even dimensions, we can apply the
convergence machinery.

For the diameter situation we have

Theorem 83. (Grove-Gromoll, 1987 and Wilking, 2001) Suppose (M, g) is
closed and satisfies sec ≥ 1, diam ≥ π

2 Then one of the following cases holds:
(1) M is homeomorphic to a sphere.
(2) M is isometric to a finite quotient Sn (1) /Γ, where the action of Γ is

reducible (has an invariant subspace).
(3) M is isometric to one of CPn/2, HPn/4, CPn/2/Z2 for n = 2 mod 4.
(4) M is isometric to OP 2.

Grove and Gromoll settled all but part (4), where they only showed that M
had to have the cohomology ring of OP 2. It was Wilking who finally settled this
last case (see [94]).

4. The Soul Theorem

Let us commence by stating the theorem we are aiming to prove and then
slowly work our way through the rather intricate and technical proof.

Theorem 84. (Cheeger-Gromoll-Meyer, 1969, 1972) If (M, g) is a complete
non-compact Riemannian manifold with sec ≥ 0, then M contains a soul S ⊂ M,
which is a closed totally convex submanifold, such that M is diffeomorphic to the
normal bundle over S. Moreover, when sec > 0, the soul is a point and M is
diffeomorphic to Rn.

The history is briefly that Gromoll-Meyer first showed that if sec > 0, then M
is diffeomorphic to Rn. Soon after Cheeger-Gromoll established the full theorem.
The Gromoll-Meyer theorem is in itself rather remarkable.

We shall use critical point theory to establish this theorem. The problem lies in
finding the soul. When this is done, it will be easy to see that the distance function
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to the soul has only regular points, and then we can use the results from the first
section.

Before embarking on the proof, it might be instructive to show the following
less ambitious result, whose proof will be used in the next section.

Lemma 58. (Gromov’s critical point estimate, 1981) If (M, g) is a complete
open manifold of nonnegative sectional curvature, then for every p ∈ M the distance
function d (·, p) has no critical points outside some ball B (p,R) . In particular, M
must have the topology of a compact manifold with boundary.

Proof. We shall use a contradiction argument. So suppose we have a sequence
pk of critical points for d (·, p) , where d (pk, p) →∞. After passing to a subsequence
we can without loss of generality assume that

d (pk+1, p) ≥ 2d (pk, p) .

Now select segments σk from p to pk. The above inequality implies that the angle
at p between any two segments is ≥ 1/6. To see this, suppose σk and σk+l form an
angle < 1/6 at p. The hinge version of Toponogov’s theorem then implies

(d (pk, pk+l))
2

< (d (p, pk+l))
2 + (d (pk, p))2 − 2d (p, pk+l) d (pk, p) cos

1
6

≤
(

d (p, pk+l)− 3
4
d (pk, p)

)2

.

Now use that pk is critical for p to conclude that there are segments from p to pk

and pk+l to pk that from an angle ≤ π/2 at pk. Then use the hinge version again
to conclude

(d (p, pk+l))
2 ≤ (d (pk, p))2 + (d (pk, pk+l))

2

≤ (d (pk, p))2 +
(

d (p, pk+l)− 3
4
d (pk, p)

)2

=
25
16

(d (pk, p))2 + (d (p, pk+l))
2 − 3

2
d (p, pk+l) d (pk, p) ,

which implies

d (p, pk+l) ≤ 25
24

d (pk, p) .

But this contradicts our assumption that

d (p, pk+l) ≥ d (pk+1, p) ≥ 2d (pk, p) .

Now that all the unit vectors σ̇k (0) form angles of at least 1/6 with each other, we
can conclude that there can’t be infinitely many such vectors. Hence, there cannot
be critical points infinitely far away from p.

Observe that the vectors σ̇k (0) lie on the unit sphere in TpM and are distance
1/6 away form each other. Thus, the balls B (σ̇k (0) , 1/12) are disjoint in the unit
sphere and hence there are at most

v (n− 1, 1, π)
v
(
n− 1, 1, 1

12

) ≤ 100n

such points. �
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Figure 11.9

S

Figure 11.10

We now have to explain what it means for a submanifold, or more generally
a subset, to be totally convex. The notion is similar to being totally geodesic. A
subset A ⊂ M of a Riemannian manifold is said to be totally convex if any geodesic
in M joining two points in A actually lies in A. There are in fact several different
kinds of convexity, but as they are not important for any other developments here,
we shall confine ourselves to total convexity. The first observation is that this
definition agrees with the usual definition for convexity in Euclidean space. Other
than that, it is not clear that any totally convex sets exist at all. For example, if
A = {p} , then A is totally convex only if there are no geodesic loops based at p.
This means that points will almost never be totally convex. In fact, if M is closed,
then M is the only totally convex subset. This is not completely trivial, but using
the energy functional as in chapter 6 we note that if A ⊂ M is totally convex, then
A ⊂ M is k-connected for any k. It is however, not possible for a closed n-manifold
to have n-connected nontrivial subsets as this would violate Poincaré duality. On
complete manifolds it is sometimes possible to find totally convex sets.

Example 59. Let (M, g) be the flat cylinder R×S1. All of the circles {p}×S1

are geodesics and totally convex. This also means that no point in M can be totally
convex. In fact, all of those circles are souls. See also Figure 11.9

Example 60. Let (M, g) be a smooth rotationally symmetric metric on R2

of the form dr2 + ϕ2 (r) dθ2, where ϕ′′ < 0. Thus, (M, g) looks like a parabola
of revolution. The radial symmetry implies that all geodesics emanating from the
origin r = 0 are rays going to infinity. Thus the origin is a soul and totally convex.
Most other points, however, will have geodesic loops based there. See also Figure
11.10.
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The way to find totally convex sets is via

Lemma 59. If f : (M, g) → R is concave, in the sense that the Hessian is
weakly nonpositive everywhere, then every superlevel set A = {x ∈ M : f (x) ≥ a}
is totally convex.

Proof. Given a geodesic γ in M, we have that the function f ◦ γ has non-
positive weak second derivative. Thus, f ◦ γ is concave as a function on R. In
particular, the minimum of this function on any compact interval is obtained at
one of the endpoints. This finishes the proof. �

We are now left with the problem of the existence of proper concave functions
on complete manifolds with nonnegative sectional curvature.

Lemma 60. Suppose (M, g) is as in the theorem and that p ∈ M. If we take all
rays {γα} emanating from p and construct

f = inf
α

bγα
,

where bγ denotes the Busemann function, then f is both proper and concave.

Proof. First we show that in nonnegative sectional curvature all Busemann
functions are concave. Using that, we can then show that the given function is
concave and proper.

Recall that in nonnegative Ricci curvature Busemann functions are superhar-
monic. The proof of concavity is almost identical. Instead of the Laplacian estimate
for distance functions, we must use a similar Hessian estimate. If r = d (·, p) , then
we know that Hessr vanishes on radial directions ∂r = ∇r and satisfies

Hessr ≤ 1
r
g

on vectors perpendicular to the radial direction. In particular, Hessr ≤ 1
r g at

all smooth points. We can then extend this estimate to the points where r isn’t
smooth as we did for modified distance functions. We can now proceed as in the
Ricci curvature case to show that Busemann functions have nonpositive Hessians
in the weak sense and are therefore concave.

The infimum of a collection of concave functions is clearly concave. So we must
now show that the superlevel sets for f are compact. Suppose, on the contrary,
that some superlevel set A = {x ∈ M : f (x) ≥ a} is noncompact. If a > 0, then
also A = {x ∈ M : f (x) ≥ 0} is noncompact. So we can assume that a ≤ 0. As all
of the Busemann functions bγα

are zero at p also f (p) = 0. In particular, p ∈ A.
Using noncompactness select a sequence pn ∈ A that goes to infinity. Then join
pn to p by a segment, and as in the construction of rays, choose a subsequence of
these segments converging to a ray emanating from p. As A is totally convex, all of
these segments lie in A. Since A is closed the ray must also lie in A and therefore
be one of the rays γα. But

f (γα (t)) ≤ bγα
(γα (t)) = −t → −∞,

so we have a contradiction. �

We now need to establish a few fundamental properties of totally convex sets.
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A

Figure 11.11

Lemma 61. If A ⊂ (M, g) is totally convex, then A has an interior, denoted
by intA, and a boundary ∂A. The interior is a totally convex submanifold of M,
and the boundary has the property that for each x ∈ ∂A there is an inward pointing
vector w ∈ TxM with the property: If γ (t) : [0, a] → A is a geodesic with γ (0) = x
and γ (a) ∈ intA, then ∠ (w, γ̇ (0)) < π

2 .

Some comments are in order before the proof. The words interior and bound-
ary , while describing fairly accurately what the sets look like, are not meant in the
topological sense. Most convex sets will, of course, not have any topological inte-
rior at all. The property about the boundary is what is often called the supporting
hyperplane property . Namely, the interior of the convex set is supposed to lie on
one side of a hyperplane at any of the boundary points. The vector w is the normal
to this hyperplane and can be taken to be tangent to some geodesic that goes into
the interior. It is important to note that the supporting hyperplane property shows
that the distance function to a subset of intA cannot have any critical points on
∂A. See also Figure 11.11.

Proof. The convexity radius estimate from chapter 6 will be used in many
places. Specifically we shall use that there is a positive function ε (p) : M → (0,∞)
such that the distance function rp (x) = d (x, p) is smooth and strictly convex on
B (p, ε (p)) .

First, let us identify points in the interior and on the boundary. To make the
identifications simpler we assume that A is closed.

Find the maximal integer k such that A contains a k-dimensional submanifold
of M. If k = 0, then A must be a point. For if A contains two points, then A also
contains a segment joining these points and therefore a 1-dimensional submanifold.
Now define N ⊂ A as being the union of all k-dimensional submanifolds in M that
are contained in A. We claim that N is a k-dimensional totally convex submanifold
whose closure is A. We shall thus identify intA with N and ∂A with A−N.

To see that it is a submanifold, pick p ∈ N and let Np ⊂ A be a k-dimensional
submanifold of M containing p. By shrinking Np if necessary, we also assume that
it is embedded. We can therefore find δ ∈ (0, ε (p)) so that B (p, δ) ∩Np = Np. We
now claim that also B (p, δ) ∩A = Np. If this were not true, then we could find

q ∈ A ∩B (p, δ)−Np.

Now assume that δ is so small that also δ < injq. Then we can join each point in
B (p, δ) ∩ Np to q by a unique segment. The union of these segments will, away
from q, form a cone that is a (k + 1)-dimensional submanifold which is contained
in A (see Figure 11.12), thus contradicting maximality of k. In particular, N must
be an embedded submanifold as we have B (p, δ) ∩N = Np.
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What we have just proved can easily be modified to show that for points p ∈ N
and q ∈ A with the property that d (p, q) < injq there is a k-dimensional submani-
fold Np ⊂ N such that q ∈ N̄p, namely, just take a (k − 1)-dimensional submanifold
through p in N perpendicular to the segment from p to q and consider the cone
over this submanifold with vertex q. From this statement we get the property that
if γ : [0, a] → A is a geodesic, then γ (0, a) ⊂ N provided that, say, γ (0) ∈ N. In
particular, N is dense in A.

Having identified the interior and boundary, we now have to establish the sup-
porting hyperplane property. First we note that since N is totally geodesic its
tangent spaces TqN are preserved by parallel translation along curves in N. For
p ∈ ∂A we therefore have a well-defined k-dimensional tangent space TpA ⊂ TpM
coming from parallel translating the tangent spaces to N along curves in N that
end at p. Next define the tangent cone at p ∈ ∂A

CpA =
{
v ∈ TpM : expp (tv) ∈ N for some t > 0

}
.

Note that in fact expp (tv) ∈ N for all small t > 0. This shows that CpA is a cone.
Clearly CpA ⊂ TpA and in fact spans it as we can easily find k linearly independent
vectors in CpA. Finally, we see that CpA is an open subset of TpA.

For ε > 0 small, suppose we can select

q ∈ Aε = {x ∈ A : d (x, ∂A) ≥ ε}
such that d (q, p) = ε. The set of such points is clearly 2ε-dense in ∂A. So the set
of points p ∈ ∂A for which we can find an ε > 0 and q ∈ Aε such that d (q, p) = ε
is dense in ∂A. As the supporting plane property is an open property (this follows
from critical point theory), it suffices to prove it for such p. We can also suppose
ε is so small that rq = d (·, q) is smooth and convex on a neighborhood containing
p. The claim is that ∠ (−∇rq, v) < π

2 for all v ∈ CpA. To see this, observe that we
have a convex set

A′ = A ∩ B̄ (q, ε) ,

with interior
N ′ = A ∩B (q, ε) ⊂ N

and p ∈ ∂A′. Thus CpA
′ ⊂ CpA. In addition we see that TpA = TpA

′. The tangent
cone of B̄ (q, ε) is given by

CpB̄ (q, ε) =
{

v ∈ TpM : ∠ (v,−∇rq) <
π

2

}
as r is smooth at p, thus

CpA
′ =

{
v ∈ TpA : ∠ (v,−∇rq) <

π

2

}
If now

CpA
′ � CpA,

then openness of CpA in TpA implies that there must be a v ∈ CpA such that also
−v ∈ CpA. But this implies that p ∈ N, as it becomes a point on a geodesic whose
endpoints lie in N. (See Figure 11.13.) �

The last lemma we need is

Lemma 62. Let (M, g) have sec ≥ 0. If A ⊂ M is totally convex, then the
distance function r : A → R defined by r (x) = d (x, ∂A) is concave on A, and
strictly concave if sec > 0.
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Proof. We shall show that the Hessian is nonpositive in the support sense. Fix
q ∈ intA, and find p ∈ ∂A so that d (p, q) = d (q, ∂A) . Then select σ : [0, a] → A
to be a segment from p to q. Using exponential coordinates at p we create a
hypersurface H which is the image of the hyperplane perpendicular to σ̇ (0) . This
hypersurface is perpendicular to σ̇ (0), the second fundamental form for H at p is
zero, and H ∩ intA = ∅. (See Figure 11.14.) We have that f (x) = d (x,H) is a
support function from above for d (·, ∂A) at σ (t) for all t ∈ [0, a] . Moreover f is
smooth at σ (t) for all t < a.

We start by showing that the support function f is concave at σ (t) as long
as f is smooth at σ (t). Note that σ is an integral curve for ∇f. Evaluating the
fundamental equation on a parallel field along σ that starts out being tangent to
H, i.e., perpendicular to σ, therefore yields:

d

dt
Hessf (E,E) = −g (R (E, σ̇) σ̇, E)−Hess2f (E,E)

≤ 0 .

Since Hessf (E,E) = 0 at t = 0 we see that Hessf (E,E) ≤ 0 along σ (and < 0 if
sec > 0). This shows that we have a smooth support function for d (·, ∂A) on an
open and dense subset in A.

If f is not smooth at σ (a) we can for t < a find a hypersurface Ht as above
that is perpendicular to σ̇ (t) at σ (t) and has vanishing second fundamental form
at σ (t) . For t close to a we have that ft = d (·,Ht) is smooth at q and therefore
also has nonpositive (negative) Hessian at q. In this case we claim that t + ft is a
support function for d (·, ∂A) . Clearly, the functions are equal at q. If x is close to
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H

Ht

Aq

Figure 11.14

q, then we can select z ∈ Ht so that

d (x, ∂A) = d (x, z) + ft (z) .

Thus we are reduced to showing that d (z, ∂A) ≤ t for each z ∈ Ht.
As f is smooth at σ (t) it follows that d (·, ∂A) is concave in a neighborhood of

σ (t) . Now select a short geodesic γ (s) from z ∈ Ht to σ (t) . By the construction of
Ht we can assume that this geodesic is contained in Ht and therefore perpendicular
to σ (t) . Concavity of s → d (γ (s) , ∂A) then shows that

d (γ (s) , ∂A) ≤ d (γ (0) , ∂A) = t.

This establishes our claim. �
We are now ready to prove the soul theorem. Start with the proper concave

function f constructed from the Busemann functions. The maximum level set

C1 = {x ∈ M : f (x) = max f}
is nonempty and convex since f is proper and concave. Moreover, it follows from
the previous lemma that C1 is a point if sec > 0. This is because the superlevel sets

A = {x ∈ M : f (x) ≥ a}
are convex with ∂A = f−1 (a) , so f = d (·, ∂A) on A. Now, a strictly concave
function (Hessian in support sense is negative) must have a unique maximum or no
maximum, thus showing that C1 is a point. If C1 is a submanifold, then we are also
done. In this case d (·, C1) has no critical points, as any point lies on the boundary
of a convex superlevel set. Otherwise, C1 is a convex set with nonempty boundary.
But then d (·, ∂C1) is concave. The maximum set C2 is again nonempty, since C1 is
compact and convex. If it is a submanifold, then we again claim that we are done.
For the distance function d (·, C2) has no critical points, as any point lies on the
boundary for a superlevel set for either f or d (·, ∂C1) . We can now iterate to get
a sequence of convex sets

C1 ⊃ C2 ⊃ · · · ⊃ Ck.

We claim that in at most n = dimM steps we arrive at a point or submanifold S,
that we call the soul (see Figure 11.15). This is because dimCi > dimCi+1. To see
this suppose dimCi = dimCi+1, then intCi+1 will be an open subset of intCi. So if
p ∈ intCi+1, then we can find δ such that

B (p, δ) ∩ intCi+1 = B (p, δ) ∩ intCi.

Now choose a segment σ from p to ∂Ci. Clearly d (·, ∂Ci) is strictly increasing along
this curve. This curve, however, runs through B (p, δ) ∩ intCi, thus showing that
d (·, ∂Ci) must be constant on the part of the curve close to p.
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Figure 11.15

Much more can be said about complete manifolds with nonnegative sectional
curvature. A rather complete account can be found in Greene’s survey in [50]. We
briefly mention two important results:

Theorem 85. Let S be a soul of a complete Riemannian manifold with sec ≥ 0,
arriving from the above construction.

(1) (Sharafudtinov, 1978) There is a distance-nonincreasing map sh : M → S
such that sh|S = id. In particular, all souls must be isometric to each other.

(2) (Perel’man, 1993) The map sh : M → S is a submetry. From this it follows
that S must be a point if all sectional curvatures based at just one point are positive.

Having reduced all complete nonnegatively curved manifolds to bundles over
closed nonnegatively curved manifolds, it is natural to ask the converse question:
Given a closed manifold S with non-negative curvature, which bundles over S admit
complete metrics with sec ≥ 0? Clearly, the trivial bundles do. When S = T 2

Özaydın-Walschap in [75] have shown that this is the only 2-dimensional vector
bundle that admits such a metric. Still, there doesn’t seem to be a satisfactory
general answer. If, for instance, we let S = S2, then any 2-dimensional bundle is of
the form

(
S3 × C

)
/S1, where S1 is the Hopf action on S3 and acts by rotations on

C in the following way: ω × z = ωkz for some integer k. This integer is the Euler
number of the bundle. As we have a complete metric of nonnegative curvature on
S3×C, the O’Neill formula from chapter 3 shows that these bundles admit metrics
with sec ≥ 0.

There are some interesting examples of manifolds with positive and zero Ricci
curvature that show how badly the soul theorem fails for such manifolds. In 1978,
Gibbons-Hawking in [43] constructed Ricci flat metrics on quotients of C2 blown up
at any finite number of points. Thus, one gets a Ricci flat manifold with arbitrarily
large second Betti number. About ten years later Sha-Yang showed that the infinite
connected sum (

S2 × S2
)
�
(
S2 × S2

)
� · · · � (S2 × S2

)
� · · ·

admits a metric with positive Ricci curvature, thus putting to rest any hopes for
general theorems in this direction. Sha-Yang have a very nice survey in [45] de-
scribing these and other examples. The construction uses doubly warped product
metrics on I × S2 × S1 as described in chapter 3.

5. Finiteness of Betti Numbers

The theorem we wish to prove is

Theorem 86. (Gromov, 1978, 1981) There is a constant C (n) such that any
complete manifold (M, g) with sec ≥ 0 satisfies

(1) π1 (M) can be generated by ≤ C (n) generators.
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(2) For any field F of coefficients the Betti numbers are bounded:
n∑

i=0

bi (M,F ) =
n∑

i=0

dimHi (M,F ) ≤ C (n) .

Part (2) of this result is considered one of the deepest and most beautiful results
in Riemannian geometry. Before embarking on the proof, let us put it in context.
First, we should note that the Gibbons-Hawking and Sha-Yang examples show that
a similar result cannot hold for manifolds with nonnegative Ricci curvature. Sha-
Yang also exhibited metrics with positive Ricci curvature on the connected sums(

S2 × S2
)
�
(
S2 × S2

)
� · · · � (S2 × S2

)︸ ︷︷ ︸
k times

.

For large k, the Betti number bound shows that these connected sums cannot have
a metric with nonnegative sectional curvature. Thus, we have simply connected
manifolds that admit positive Ricci curvature but not nonnegative sectional curva-
ture. The reader should also consult our discussion of manifolds with nonnegative
curvature operator at the end of chapters 7 and 8 to get an appreciation for how
rigid manifolds with nonnegative curvature operator are. Let us list the open prob-
lems that were posed there and settled for manifolds with nonnegative curvature
operator:

(i) (H. Hopf) Does S2 × S2 admit a metric with positive sectional curvature?
(ii) (H. Hopf) If M is even-dimensional, does sec ≥ 0 (> 0) imply χ (M) ≥ 0

(> 0)?
(iii) (Gromov) If sec ≥ 0, is

∑n
i=0 bi (M,F ) ≤ 2n?

Recall that these questions were also discussed in chapter 7 under additional
assumptions about the isometry group.

First we establish part (1) of Gromov’s theorem. The proof resembles that of
the critical point estimate lemma from the previous section.

Proof of (1). We shall construct what is called a short set of generators for
π1 (M) . We consider π1 (M) as acting by deck transformations on the universal
covering M̃ and fix p ∈ M̃. We then inductively select a generating set {g1, g2, . . .}
such that

(a) d (p, g1 (p)) ≤ d (p, g (p)) for all g ∈ π1 (M)− {e} .
(b) d (p, gk (p)) ≤ d (p, g (p)) for all g ∈ π1 (M)− 〈g1, . . . , gk−1〉 .
Now join p and gk (p) by segments σk (see Figure 11.16). We claim that the

angle between any two such segments is ≥ π/3.
Otherwise, the hinge version of Toponogov’s theorem would imply

(d (gk+l (p) , gk (p)))2 < (d (p, gk (p)))2 + (d (p, gk+l (p)))2

−d (p, gk (p)) d (p, gk+l (p))

≤ (d (p, gk+l (p)))2 .

But then
d
(
g−1

k+l ◦ gk (p) , p
)

< d (p, gk+l (p)) ,

which contradicts our choice of gk+l.
It now follows that there can be at most

v (n− 1, 1, π)
v
(
n− 1, 1, π

6

)
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elements in the set {g1, g2, . . .} . We have therefore produced a generating set with
a bounded number of elements. �

The proof of the Betti number estimate is established through several lemmas.
First, we need to make three definitions for metric balls. Throughout, we fix a Rie-
mannian n-manifold M with sec ≥ 0 and a field F of coefficients for our homology
theory

H∗ (·, F ) = H∗ (·) = H0 (·)⊕ · · · ⊕Hn (·) .

The field will be suppressed throughout the proof.
Content: The content of a metric ball B (p, r) ⊂ M is

contB (p, r) = rank
(

H∗

(
B

(
p,

1
5
r

))
→ H∗ (B (p, r))

)
.

The reason for working with content, rather that just the rank of H∗ (B (p, r))
itself, is that metric balls might not have infinitely generated homology. However,
if O1 ⊂ M is any bounded subset of a manifold and Ō1 ⊂ O2 ⊂ M, then the image
of H∗ (O1) in H∗ (O2) is finitely generated. In Figure 11.17 we have taken a planar
domain and extracted infinitely many discs of smaller and smaller size. This yields
a compact set with infinite topology. Nevertheless, this set has finitely generated
topology when mapped into any neighborhood of itself, as that has the effect of
canceling all of the smallest holes.

Corank: The corank of a set A ⊂ M is defined as the largest integer k such
that we can find k metric balls B (p1, r1) , . . . , B (pk, rk) with the properties

(a) There is a critical point xi for pi with d (pi, xi) = 10ri.
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(b) ri ≥ 3ri−1 for i = 2, . . . , k.

(c) A ⊂ ⋂k
i=1 B (pi, ri) .

In Figure 11.18 we have a picture of how the set A and the larger circles might
be situated relative to each other.

Compressibility: We say that a ball B (p, r) is compressible if it contains a
ball B (q, r′) ⊂ B (p, r) such that

(a) r′ ≤ r
2 .

(b) contB (q, r′) ≥ contB (p, r) .
If a ball is not compressible we call it incompressible. Note that any ball with

content > 1, can be successively compressed to an incompressible ball. Figure 11.19
gives a schematic picture of a ball that can be compressed to a smaller ball.



5. FINITENESS OF BETTI NUMBERS 361

We shall now tie these three concepts together through some lemmas that will
ultimately lead us to the proof of the Betti number estimate. Observe that for large
r, the ball B (p, r) contains all the topology of M, so

contB (p, r) =
∑

i

bi (M) .

Also, the corank of such a ball must be zero, as there can’t be any critical points
outside this ball. The idea is now to compress this ball until it becomes incom-
pressible and then estimate its content in terms of balls that have corank 1. We
shall in this way successively be able to estimate the content of balls of fixed corank
in terms of the content of balls with one higher corank. The proof is then finished
first, by showing that the corank of a ball is uniformly bounded by 100n, second,
by observing that balls of maximal corank must be contractible and therefore have
content 1 (otherwise they would contain critical points for the center, and the center
would have larger corank).

Lemma 63. The corank of any set A ⊂ M is bounded by 100n.

Proof. Suppose that A has corank larger than 100n. Select balls B (p1, r1) ,
. . . , B (pk, rk) with corresponding critical points x1, . . . , xk, where k > 100n. Now
choose z ∈ A and join z to xi by segments σi. As in the critical point estimate
lemma from the previous section, we can then find two of these segments σi and
σj that form an angle < 1/6 at z.

For simplicity, suppose i < j and define

ai = � (σi) = d (z, xi) ,

aj = � (σj) = d (z, xj) ,

l = d (xi, xj) ,

and observe that

bi = d (z, pi) ≤ ri,

bj = d (z, pj) ≤ rj .

Figure 11.20 gives two pictures explaining the notation in the proof.
The triangle inequality implies

ai ≤ 10ri + bi ≤ 11ri,

aj ≥ 10rj − rj ≥ 9rj .

Also, rj ≥ 3ri, so we see that aj > ai. As in the critical point estimate lemma, we
can conclude that

l ≤ aj − 3
4
ai.

Now use the triangle inequality to conclude

c = d (pi, xj) ≥ aj − bi

≥ 10rj − bj − bi

≥ 8rj

≥ 24ri

≥ 20ri = 2d (pi, xi) .

Yet another application of the triangle inequality will then imply

l ≥ d (xi, pi) .
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Figure 11.20

Since xi is critical for pi, we can now use the hinge version of Toponogov’s theorem
to conclude

c2 ≤ (d (pi, xi))
2 + l2

≤
(

l +
1
2
d (pi, xi)

)2

.

Thus,

c ≤ l +
1
2
d (pi, xi)

≤ l + 5ri.

The triangle inequality then implies

aj ≤ c + bi ≤ c + ri ≤ l + 6ri.

However, we also have
ai ≥ 10ri − bi ≥ 9ri,

which together with

l ≤ aj − 3
4
ai

implies

l ≤ aj − 27
4

ri.

Thus, we have a contradiction:

l +
27
4

ri ≤ aj ≤ l + 6ri.

�

Having established a bound on the corank, we can now try to check how the
topology changes when we pass from balls of lower corank to balls of higher corank.
Let C (k) denote the set of balls in M of corank ≥ k, and B (k) the largest content
of any ball in C (k) .
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Lemma 64. There is a constant C (n) depending only on dimension such that

B (k) ≤ C (n)B (k + 1) .

Proof. The number B (k) is, of course, realized by some incompressible ball
B (p,R) . Now consider a ball B (x, r) where x ∈ B (p,R/4) and r ≤ R/20. We
claim that this ball lies in C (k + 1) . To see this, consider the ball

B (x,R/2) ⊂ B (p,R) ⊂ B (x, 2R) .

Since B (p,R) is assumed to be incompressible, there must be a critical point for x
in the annulus B (x, 2R) − B (x,R/2) . For otherwise we could deform B (p,R) to
B (x,R/2) inside B (x, 2R) . This would imply that contB (p,R) ≤ contB (x,R/2)
and thus contradict incompressibility of B (p,R) . We can now show that B (x, r) ∈
C (k + 1) . Using that B (p,R) ∈ C (k) , select B (p1, r1) , . . . , B (pl, rl) , l ≥ k, as in
the definition of corank. Then pick a critical point y for x in B (x, 5R)−B (x,R/2)
and consider the ball B (x, d (x, y) /10) . Then the balls B (p1, r1) , . . . , B (pl, rl) ,
B (x, d (x, y) /10) can be used to show that B (x, r) has corank ≥ l + 1 > k.

Now cover B (p,R/5) by balls B (pi, R/100) , i = 1, . . . , m. If we suppose that
the balls B (pi, R/200) are pairwise disjoint, then we must have:

m ≤ v (n, 0, 2R)
v
(
n, 0, 1

200R
) = 400n.

Next consider the sets

B

(
pi,

1
2
R

)
⊂ B (p,R) .

First, we claim that

contB (p,R) ≤ rank

(
H∗

(
m⋃

i=1

B

(
pi,

1
100

R

))
→ H∗

(
m⋃

i=1

B

(
pi,

1
2
R

)))
This follows from the simple observation that if A ⊂ B ⊂ C ⊂ D, then

rank (H∗ (A) → H∗ (D)) ≤ rank (H∗ (B) → H∗ (C))

To estimate the right-hand side of the above inequality, it is natural to suppose
that we can use a Mayer-Vietoris argument, together with induction on m, to show

rank

(
H∗

(
m⋃

i=1

B

(
pi,

1
100

R

))
→ H∗

(
m⋃

i=1

B

(
pi,

1
2
R

)))

≤
∑

i1<···<is
1≤s≤m

rank

(
H∗

(
s⋂

t=1

B

(
pit

,
1

100
R

))
→ H∗

(
s⋂

t=1

B

(
pit

,
1
2
R

)))
.

We then observe that if
s⋂

t=1

B

(
pit

,
1

100
R

)
�= ∅,

then the triangle inequality implies (see also below)
s⋂

t=1

B

(
pit

,
1

100
R

)
⊂ B

(
pi1 ,

1
100

R

)
⊂ B

(
pi1 ,

1
20

R

)
⊂

s⋂
t=1

B

(
pit

,
1
2
R

)
.
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As each of the balls B (pi, R/10) ∈ C (k + 1) , and there can be at most 2m

nonempty intersections, we then arrive at the estimate

contB (p,R) = B (k) ≤ 2400n · B (k + 1) .

This is the desired inequality. �
We now claim that

contM ≤ 240000n

,

which will, of course, prove the theorem. The above lemma clearly yields that

contM = B (0)

≤ B (k) ·
(
2400n

)k

= B (k) · 2k·400n

≤ B (k) · 240000n

,

where k ≤ 100n is the largest possible corank in M. It then remains to check that
B (k) = 1. However, it follows from the above that if C (k) contains an incompressible
ball, then C (k + 1) �= ∅. Thus, all balls in C (k) are compressible, but then they
must have minimal content 1.

The above estimate on the rank of the inclusion

H∗

(
m⋃

i=1

B

(
pi,

R

100

))
→ H∗

(
m⋃

i=1

B

(
pi,

R

2

))
,

in terms of the ranks of all the intersections, is in fact not quite right. One actually
needs to consider the doubly indexed family B

(
pi, 10−j−1R

)
, j = 1, . . . , n + 2,

where we assume that for each fixed j the family covers B
(
p, 1

5R
)
. The correct

estimate is then that the rank of the inclusion

H∗

(
m⋃

i=1

B

(
pi,

R

10n+2

))
→ H∗

(
m⋃

i=1

B

(
pi,

R

2

))
is bounded by the rank of all of the possible intersections

H∗

(
s⋂

t=1

B

(
pit

,
R

10j+1

))
→ H∗

(
s⋂

t=1

B

(
pit

,
R

2 · 10j−1

))
Whenever such an intersection

s⋂
t=1

B
(
pit

, 10−j−1R
) �= ∅,

we still have the inclusions
s⋂

t=1

B

(
pit

,
R

10j+1

)
⊂ B

(
pi1 ,

R

10j+1

)
⊂ B

(
pi1 ,

R

2 · 10j

)
⊂

s⋂
t=1

B

(
pit

,
R

2 · 10j−1

)
.

So we can still estimate those ranks by the content of balls in C (k + 1) . We have,
however, more intersections and also more balls, as this time the smaller balls
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B
(
pi, 10−n−1R

)
have to cover. One can easily compute the correct Betti number

estimate with these modifications. The reader should consult the survey by Cheeger
in [24] for the complete story.

The Betti number theorem can easily be proved in the more general context
of manifolds with lower sectional curvature bounds, but one must then also as-
sume an upper diameter bound. Otherwise, the ball covering arguments, and also
the estimates using Toponogov’s theorem, won’t work. Thus, there is a constant
C (n,D, k) such that any closed Riemannian n-manifold (M, g) with sec ≥ k and
diam ≤ D has the properties that

(1) π1 (M) can be generated by ≤ C (n, k,D) elements,
(2)

∑n
i=0 bi (M,F ) ≤ C (n,D, k) .

6. Homotopy Finiteness

This section is devoted to a result that interpolates between Cheeger’s finiteness
theorem and Gromov’s Betti number estimate. We know that in Gromov’s theorem
the class under investigation contains infinitely many homotopy types, while if we
have a lower volume bound and an upper curvature bound as well, Cheeger’s result
says that we have finiteness of diffeomorphism types.

Theorem 87. (Grove-Petersen, 1988) Given an integer n > 1 and numbers
v,D, k ∈ (0,∞) , the class of Riemannian n-manifolds with

diam ≤ D,

vol ≥ v,

sec ≥ −k2

contains only finitely many homotopy types.

As with the other proofs in this chapter we need to proceed in stages. First,
we present the main technical result.

Lemma 65. For amanifold as in the above theorem, we can find α = α (n,D, v, k) ∈(
0, π

2

)
and δ = δ (n,D, v, k) > 0 such that if p, q ∈ M satisfy d (p, q) ≤ δ, then either

p is α-regular for q or q is α-regular for p.

Proof. The proof is by contradiction and based on a suggestion by Cheeger.
Assume there is a pair of points p, q ∈ M that are not α-regular with respect to each
other, and set l = d (p, q) ≤ δ. Let Γ (p, q) denote the set of unit speed segments
from p to q, and define

Γ̇pq = {v ∈ TpM : v = σ̇ (0) , σ ∈ Γ (p, q)} ,

Γ̇qp = {−v ∈ TqM : v = σ̇ (r) , σ ∈ Γ (p, q)} .

Then the two sets Γ̇pq and Γ̇qp of unit vectors are by assumption (π − α)-dense in
the unit sphere. It is a simple exercise to show that if A ⊂ Sn−1, then the function

t → volB (A, t)
v (n− 1, 1, t)
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is nonincreasing (see also exercises to chapter 9). In particular, for any (π − α)-
dense set A ⊂ Sn−1

vol
(
Sn−1 −B (A,α)

)
= volSn−1 − volB (A,α)

≤ volSn−1 − volSn−1 · v (n− 1, 1, α)
v (n− 1, 1, π − α)

= volSn−1 · v (n− 1, 1, π − α)− v (n− 1, 1, α)
v (n− 1, 1, π − α)

.

Now choose α < π
2 such that

volSn−1 · v (n− 1, 1, π − α)− v (n− 1, 1, α)
v (n− 1, 1, π − α)

·
∫ D

0

(snk (t))n−1
dt =

v

6
.

Thus, the two cones (see exercises to chapter 9) satisfy

volBSn−1−B(Γ̇pq,α) (p,D) ≤ v

6
,

volBSn−1−B(Γ̇qp,α) (q, D) ≤ v

6
.

We now use Toponogov’s theorem to choose δ such that any point in M that
does not lie in one of these two cones must be close to either p or q (Figure 11.21
shows how a small δ will force the other leg in the triangle to be smaller than r).
To this end, pick r > 0 such that

v
(
n,−k2, r

)
=

v

6
.

We now claim that if δ is sufficiently small, then

M = B (p, r) ∪B (q, r) ∪BSn−1−B(Γ̇pq,α) (p,D) ∪BSn−1−B(Γ̇qp,α) (q, D) .

This will, of course, lead to a contradiction, as we would then have

v ≤ volM

≤ vol
(
B (p, r) ∪B (q, r) ∪BSn−1−B(Γ̇pq,α) (p,D) ∪BSn−1−B(Γ̇qp,α) (q, D)

)
≤ 4 · v

6
< v.

To see that these sets cover M, observe that if

x /∈ BSn−1−B(Γ̇pq,α) (p,D) ,

then there is a segment from x to p and a segment from p to q that form an angle
≤ α. (See Figure 11.22.)

Thus, we have from Toponogov’s theorem that

cosh d (x, q) ≤ cosh l cosh d (x, p)− sinh l sinh d (x, p) cos (α) .

If also
x /∈ BSn−1−B(Γ̇qp,α) (q, D) ,

we have in addition,

cosh d (x, p) ≤ cosh l cosh d (x, q)− sinh l sinh d (x, q) cos (α) .
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Figure 11.21

Figure 11.22

If in addition d (x, p) > r and d (x, q) > r, we get

cosh d (x, q) ≤ cosh l cosh d (x, p)− sinh l sinh d (x, p) cos (α)
≤ cosh d (x, p)

+ (cosh l − 1) cosh D − sinh l sinh r cos (α)

and

cosh d (x, p) ≤ cosh d (x, q)
+ (cosh l − 1) cosh D − sinh l sinh r cos (α) .

However, as l → 0, we see that the quantity

f (l) = (cosh l − 1) cosh D − sinh l sinh r cos (α)
= (− sinh r cos α) l + O

(
l2
)

becomes negative. Thus, we can find δ (D, r, α) > 0 such that for l ≤ δ we have

(cosh l − 1) cosh D − sinh l sinh r cos (α) < 0.

We have then arrived at another contradiction, as this would imply

cosh d (x, q) < cosh d (x, p)

and
cosh d (x, p) < cosh d (x, q)

at the same time. Thus, the sets cover as we claimed. As this covering is also
impossible, we are lead to the conclusion that under the assumption that d (p, q) ≤
δ, we must have that either p is α-regular for q or q is α-regular for p. �
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Figure 11.23

As it stands, this lemma seems rather strange and unmotivated. A little analy-
sis will, however, enable us to draw some very useful conclusions from it.

Consider the product M ×M with the product metric. Geodesics in this space
are of the form (γ1, γ2) , where both γ1, γ2 are geodesics in M. In M ×M we have
the diagonal ∆ = {(x, x) : x ∈ M} , which is a compact submanifold. Note that

T(p,p)∆ = {(v, v) : v ∈ TpM} ,

and consequently, the normal bundle is

ν (∆) = {(v,−v) : v ∈ TpM} .

Therefore, if
(σ1, σ2) : [a, b] → M ×M

is a segment from (p, q) to ∆, then we must have that σ̇1 (b) = −σ̇2 (b) . Thus these
two segments can be joined at the common point σ1 (b) = σ2 (b) to form a geodesic
from p to q in M. This geodesic is, in fact, a segment, for otherwise, we could find a
shorter curve from p to q. Dividing this curve in half would then produce a shorter
curve from (p, q) to ∆. Thus, we have a bijective correspondence between segments
from p to q and segments from (p, q) to ∆. Moreover,

√
2 · d ((p, q) ,∆) = d (p, q) .

The above lemma now implies

Corollary 44. Any point within distance δ/
√

2 of ∆ is α-regular for ∆.

Figure 11.23 shows how the contraction onto the diagonal works and also how
segments to the diagonal are related to segments in M.

Thus, we can find a curve of length ≤ 1
cos α · d ((p, q) ,∆) from any point in this

neighborhood to ∆. Moreover, this curve depends continuously on (p, q) . We can
translate this back into M. Namely, if d (p, q) < δ, then p and q are joined by a
curve t → H (p, q, t) , 0 ≤ t ≤ 1, whose length is ≤

√
2

cos α · d (p, q) . Furthermore,
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the map (p, q, t) → H (p, q, t) is continuous. For simplicity, we let C =
√

2
cos α in the

constructions below.
We now have the first ingredient in our proof.

Corollary 45. If f0, f1 : X → M are two continuous maps such that

d (f0 (x) , f1 (x)) < δ

for all x ∈ X, then f0 and f1 are homotopy equivalent.

For the next construction, recall that a k-simplex ∆k can be thought of as the
set of affine linear combinations of all the basis vectors in Rk+1, i.e.,

∆k =
{(

x0, . . . , xk
)

: x0 + · · ·+ xk = 1 and x0, . . . , xk ∈ [0, 1]
}

.

The basis vectors ei =
(
δ1

i , . . . , δ
k
i

)
are called the vertices of the simplex.

Lemma 66. Suppose we have k + 1 points p0, . . . , pk ∈ B (p, r) ⊂ M. If

2r
Ck − 1
C − 1

< δ,

then we can find a continuous map

f : ∆k → B

(
p, r + 2r · C · Ck − 1

C − 1

)
,

where f (ei) = pi.

Proof. Figure 11.24 gives the essential idea of the proof. The proof goes by
induction on k. For k = 0 there is nothing to show.

Suppose now that the statement holds for k and that we have k + 2 points p0,
. . . , pk+1 ∈ B (p, r) . First, we find a map

f : ∆k → B

(
p, 2r · C · Ck − 1

C − 1
+ r

)
with f (ei) = pi for i = p0, . . . , pk. We then define

f̄ : ∆k+1 → B

(
p, r + 2r · C · Ck+1 − 1

C − 1

)
,

f̄
(
x0, . . . , xk, xk+1

)
= H

(
f

(
x0∑k
i=1 xi

, . . . ,
xk∑k
i=1 xi

)
, pk+1, x

k+1

)
.

This clearly gives a well-defined continuous map as long as

d

(
f

(
x0∑k
i=1 xi

, . . . ,
xk∑k
i=1 xi

)
, pk+1

)

≤ d

(
f

(
x0∑k
i=1 xi

, . . . ,
xk∑k
i=1 xi

)
, p

)
+ d (p, pk+1)

≤
(

2r · C · Ck − 1
C − 1

+ r

)
+ r

= 2r · Ck+1 − 1
C − 1

< δ.
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p0

p2

p1

Figure 11.24

Moreover, it has the property that

d
(
p, f̄ (·)) ≤ d (p, pk+1) + d

(
pk+1, f̄ (·))

≤ r + 2r · C · Ck+1 − 1
C − 1

.

This concludes the induction step. �

Note that if we select a face spanned by, say, (e1, . . . , ek) of the simplex ∆k,
then we could, of course, construct a map in the above way by mapping ei to pi.
The resulting map will, however, be the same as if we constructed the map on the
entire simplex and restricted it to the selected face.

We can now prove finiteness of homotopy types. Observe that the class we
work with is precompact in the Gromov-Hausdorff distance as we have an upper
diameter bound and a lower bound for the Ricci curvature. Thus it suffices to prove

Lemma 67. There is an ε = ε (n, k, v,D) > 0 such that if two Riemannian
n-manifolds (M, g1) and (N, g2) satisfy

diam ≤ D,

vol ≥ v,

sec ≥ −k2,

and
dG−H (M,N) < ε,

then they are homotopy equivalent.

Proof. Suppose M and N are given as in the lemma, together with a metric
d on M  N, inside which the two spaces are ε Hausdorff close. The size of ε will
be found through the construction.

First, triangulate both manifolds in such a way that any simplex of the triangu-
lation lies in a ball of radius ε. Using the triangulation on M, we can now construct
a continuous map f : M → N as follows. First we use the Hausdorff approximation
to map all the vertices {pα} ⊂ M of the triangulation to points {qα} ⊂ N such
that d (pα, qα) < ε. If now (pα0 , . . . , pαn

) forms a simplex in the triangulation of M,
then we constructed the triangulation such that

(pα0 , . . . , pαn) ⊂ B (x, ε)

for some x ∈ M. Thus
(qα0 , . . . , qαn

) ⊂ B (qα0 , 4ε) .
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Therefore, if

8ε
Cn − 1
C − 1

< δ,

then we can use the above lemma to define f on the simplex spanned by (pα0 , . . . , pαn
) .

In this way we get a map f : M → N by constructing it on each simplex as just
described. To see that it is continuous, we must check that the construction agrees
on common faces of simplices. But this follows, as the construction is natural with
respect to restriction to faces of simplices. We now need to estimate how good a
Hausdorff approximation f is. To this end, select x ∈ M and suppose that it lies
in the face spanned by the vertices (pα0 , . . . , pαn

) . Then we have

d (x, f (x)) ≤ d (x, pα0) + d (pα0 , f (x))
≤ 2ε + ε + d (qα0 , f (x))

≤ 3ε + 4ε + 8ε · C · Cn − 1
C − 1

= 7ε + 8ε · C · Cn − 1
C − 1

.

We can now construct g : N → M in the same manner. This map will, of course,
also satisfy

d (y, g (y)) ≤ 7ε + 8ε · C · Cn − 1
C − 1

.

It is now possible to estimate how close the compositions f ◦ g and g ◦ f are to the
identity maps on N and M, respectively, as follows:

d (y, f ◦ g (y)) ≤ d (y, g (y)) + d (g (y) , f ◦ g (y))

≤ 14ε + 16ε · C · Cn − 1
C − 1

;

d (x, g ◦ f (x)) ≤ 14ε + 16ε · C · Cn − 1
C − 1

.

As long as

14ε + 16ε · C · Cn − 1
C − 1

< δ,

we can then conclude that these compositions are homotopy equivalent to the re-
spective identity maps. In particular, the two spaces are homotopy equivalent. �

Note that as long as

16ε · Cn+1 − 1
C − 1

< δ,

the two spaces are homotopy equivalent. Thus, ε depends in an explicit way on
C =

√
2

cos α and δ. It is possible, in turn, to estimate α and δ from n, k, v, and D. We
can therefore get an explicit estimate for how close spaces must be to ensure that
they are homotopy equivalent. Given this explicit ε, it is then possible, using our
work from the section on Gromov-Hausdorff distance, to find an explicit estimate
for the number of homotopy types.

To conclude, let us compare the three finiteness theorems by Cheeger, Gromov,
and Grove-Petersen. We have inclusions of classes of closed Riemannian n-manifolds{

diam ≤ D
sec ≥ −k2

}
⊃

⎧⎨⎩ diam ≤ D
vol ≥ v
sec ≥ −k2

⎫⎬⎭ ⊃
⎧⎨⎩ diam ≤ D

vol ≥ v
|sec| ≤ k2

⎫⎬⎭
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with strengthening of conclusions from bounded Betti numbers to finitely many
homotopy types to compactness in the C1,α topology. In the special case of non-
negative curvature Gromov’s estimate actually doesn’t depend on the diameter,
thus yielding obstructions to the existence of such metrics on manifolds with com-
plicated topology. For the other two results the diameter bound is still necessary.
Consider for instance the family of lens spaces

{
S3/Zp

}
with curvature = 1. Now

rescale these metrics so that they all have the same volume. Then we get a class
which contains infinitely many homotopy types and also satisfies

vol = v,
1 ≥ sec > 0.

The family of lens spaces
{
S3/Zp

}
with curvature = 1 also shows that the lower

volume bound is necessary in both of these theorems.
Some further improvements are possible in the conclusion of the homotopy

finiteness result. Namely, one can strengthen the conclusion to state that the class
contains finitely many homeomorphism types. This was proved for n �= 3 in [51]
and in a more general case in [76]. One can also prove many of the above results
for manifolds with certain types of integral curvature bounds, see for instance [79]
and [80]. The volume [50] also contains complete discussions of generalizations to
the case where one has merely Ricci curvature bounds.

7. Further Study

There are many texts that partially cover or expand the material in this chapter.
We wish to attract attention to the surveys by Grove in [45], by Abresch-Meyer,
Colding, Greene, and Zhu in [50], by Cheeger in [24], and by Karcher in [28]. The
most glaring omission from this chapter is probably that of the Abresch-Gromoll
theorem and other uses of the excess function. The above-mentioned articles by
Zhu and Cheeger cover this material quite well.

8. Exercises

(1) Let (M, g) be a closed simply connected positively curved manifold. Show
that if M contains a totally geodesic closed hypersurface (i.e., the shape
operator is zero), then M is homeomorphic to a sphere. (Hint: first
show that the hypersurface is orientable, and then show that the signed
distance function to this hypersurface has only two critical points - a
maximum and a minimum. This also shows that it suffices to assume that
H1 (M, Z2) = 0.)

(2) Show that the converse of Toponogov’s theorem is also true. In other
words, if for some k the conclusion to Toponogov’s theorem holds when
hinges (or triangles) are compared to the same objects in S2

k, then sec ≥ k.
(3) (Heintze-Karcher) Let γ ⊂ (M, g) be a geodesic in a Riemannian n-

manifold with sec ≥ −k2. Let T (γ,R) be the normal tube around γ of
radius R, i.e., the set of points in M that can be joined to γ by a segment
of length ≤ R that is perpendicular to γ. The last condition is superfluous
when γ is a closed geodesic, but if it is a loop or a segment, then not
all points in M within distance R of γ will belong to this tube. On this
tube introduce coordinates (r, s, θ) , where r denotes the distance to γ,
s is the arc-length parameter on γ, and θ =

(
θ1, . . . , θn−2

)
are spherical
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coordinates normal to γ. These give adapted coordinates for the distance
r to γ. Show that as r → 0 the metric looks like

g (r) =

⎛⎜⎜⎜⎜⎜⎝
1 0 0 · · · 0
0 1 0 · · · 0
0 0 0 · · · 0
...

...
...

. . .
...

0 0 0 · · · 0

⎞⎟⎟⎟⎟⎟⎠ +

⎛⎜⎜⎜⎜⎜⎝
0 0 0 · · · 0
0 0 0 · · · 0
0 0 1 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1

⎞⎟⎟⎟⎟⎟⎠ · r2 + O
(
r3

)

Using the lower sectional curvature bound, find an upper bound for the
volume density on this tube. Conclude that

volT (γ,R) ≤ f (n, k,R, � (γ)) ,

for some continuous function f depending on dimension, lower curvature
bound, radius, and length of γ. Moreover, as � (γ) → 0, f → 0. Use this
estimate to prove Cheeger’s lemma from Chapter 10 and the main lemma
on mutually critical points from the homotopy finiteness theorem. This
shows that Toponogov’s theorem is not needed for the latter result.

(4) Show that any vector bundle over a 2-sphere admits a complete metric
of nonnegative sectional curvature. Hint: You need to know something
about the classification of vector bundles over spheres. In this case k-
dimensional vector bundles are classified by homotopy classes of maps
from S1, the equator of the 2-sphere, into SO (k) . This is the same as
π1 (SO (k)) , so there is only one 1-dimensional bundle, the 2-dimensional
bundles are parametrized by Z, and 2 higher dimensional bundles.

(5) Use Toponogov’s theorem to show that bγ is convex when sec ≥ 0.



APPENDIX

De Rham Cohomology

We shall in this appendix explain the main ideas surrounding de Rham co-
homology. This is done as a service to the reader who has learned about tensors
and algebraic topology but had only sporadic contact with Stokes’ theorem. First
we give an introduction to Lie derivatives on manifolds. We then give a digest
of forms and important operators on forms. Then we explain how one integrates
forms and prove Stokes’ theorem for manifolds without boundary. Finally, we define
de Rham cohomology and show how the Poincaré lemma and the Meyer-Vietoris
lemma together imply that de Rham cohomology is simply standard cohomology.
The cohomology theory that comes closest to de Rham cohomology is Čech coho-
mology. As this cohomology theory often is not covered in standard courses on
algebraic topology, we define it here and point out that it is easily seen to satisfy
the same properties as de Rham cohomology.

1. Lie Derivatives

Let X be a vector field and F t the corresponding locally defined flow on a
smooth manifold M . Thus F t (p) is defined for small t and the curve t → F t (p)
is the integral curve for X that goes through p at t = 0. The Lie derivative of a
tensor in the direction of X is defined as the first order term in a suitable Taylor
expansion of the tensor when it is moved by the flow of X.

Let us start with a function f : M → R. Then

f
(
F t (p)

)
= f (p) + t (LXf) (p) + o (t) ,

where the Lie derivative LXf is just the directional derivative DXf = df (X) . We
can also write this as

f ◦ F t = f + tLXf + o (t) ,

LXf = DXf = df (X) .

When we have a vector field Y things get a little more complicated. We wish
to consider Y |F t , but this can’t be directly compared to Y as the vectors live in
different tangent spaces. Thus we look at the curve t → DF−t

(
Y |F t(p)

)
that lies

in TpM. Then we expand for t near 0 and get

DF−t
(
Y |F t(p)

)
= Y |p + t (LXY ) |p + o (t)

for some vector (LXY ) |p ∈ TpM. This Lie derivative also has an alternate definition.

Proposition 49. For vector fields X,Y on M we have

LXY = [X,Y ] .

375
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Proof. We see that the Lie derivative satisfies

DF−t (Y |F t) = Y + tLXY + o (t)

or equivalently

Y |F t = DF t (Y ) + tDF t (LXY ) + o (t) .

It is therefore natural to consider the directional derivative of a function f in the
direction of Y |F t −DF t (Y ) .

DY |F t−DF t(Y )f = DY |F t f −DDF t(Y )f

= (DY f) ◦ F t −DY

(
f ◦ F t

)
= DY f + tDXDY f + o (t)

−DY (f + tDXf + o (t))
= t (DXDY f −DY DXf) + o (t)
= tD[X,Y ]f + o (t) .

This shows that

LXY = lim
t→0

Y |F t −DF t (Y )
t

= [X,Y ] .

�

We are now ready to define the Lie derivative of a (0, p)-tensor T and also give
an algebraic formula for this derivative. We define(

F t
)∗

T = T + t (LXT ) + o (t)

or more precisely((
F t

)∗
T
)

(Y1, ..., Yp) = T
(
DF t (Y1) , ..., DF t (Yp)

)
= T (Y1, ..., Yp) + t (LXT ) (Y1, ..., Yp) + o (t) .

Proposition 50. If X is a vector field and T a (0, p)-tensor on M, then

(LXT ) (Y1, ..., Yp) = DX (T (Y1, ..., Yp))−
p∑

i=1

T (Y1, ..., LXYi, ..., Yp)

Proof. We restrict attention to the case where p = 1. The general case is
similar but requires more notation. Using that

Y |F t = DF t (Y ) + tDF t (LXY ) + o (t)

we get((
F t

)∗
T
)

(Y ) = T
(
DF t (Y )

)
= T

(
Y |F t − tDF t (LXY )

)
+ o (t)

= T (Y ) ◦ F t − tT
(
DF t (LXY )

)
+ o (t)

= T (Y ) + tDX (T (Y ))− tT
(
DF t (LXY )

)
+ o (t) .
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Thus

(LXT ) (Y ) = lim
t→0

(
(F t)∗ T

)
(Y )− T (Y )
t

= lim
t→0

(
DX (T (Y ))− T

(
DF t (LXY )

))
= DX (T (Y ))− T (LXY ) .

�

Finally we have that Lie derivatives satisfy all possible product rules. From the
above propositions this is already obvious when multiplying functions with vector
fields or (0, p)-tensors. However, it is less clear when multiplying tensors.

Proposition 51. Let T1 and T2 be (0, pi)-tensors, then

LX (T1 · T2) = (LXT1) · T2 + T1 · (LXT2) .

Proof. Recall that for 1-forms and more general (0, p)-tensors we define the
product as

T1 · T2 (X1, ..., Xp1 , Y1, ..., Yp2) = T1 (X1, ..., Xp1) · T2 (Y1, ..., Yp2) .

The proposition is then a simple consequence of the previous proposition and the
product rule for derivatives of functions. �

Proposition 52. Let T be a (0, p)-tensor and f : M → R a function, then

LfXT (Y1, ..., Yp) = fLXT (Y1, ..., Yp) + df (Yi)
p∑

i=1

T (Y1, ..., X, ..., Yp) .

Proof. We have that

LfXT (Y1, ..., Yp) = DfX (T (Y1, ..., Yp))−
p∑

i=1

T (Y1, ..., LfXYi, ..., Yp)

= fDX (T (Y1, ..., Yp))−
p∑

i=1

T (Y1, ..., [fX, Yi] , ..., Yp)

= fDX (T (Y1, ..., Yp))− f

p∑
i=1

T (Y1, ..., [X,Yi] , ..., Yp)

+df (Yi)
p∑

i=1

T (Y1, ..., X, ..., Yp)

�

The case where X|p = 0 is of special interest when computing Lie derivatives.
We note that F t (p) = p for all t. Thus DF t : TpM → TpM and

LXY |p = lim
t→0

DF−t (Y |p)− Y |p
t

=
d

dt

(
DF−t

) |t=0 (Y |p) .

This shows that LX = d
dt (DF−t) |t=0 when X|p = 0. From this we see that if θ is

a 1-form then LXθ = −θ ◦ LX at points p where X|p = 0. This is related to the
following interesting result.
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Lemma 68. If a function f : M → R has a critical point at p then the Hessian
of f at p does not depend on the metric.

Proof. Assume that X = ∇f and X|p = 0. Next select coordinates xi around
p such that the metric coefficients satisfy gij |p = δij . Then we see that

LX

(
gijdxidxj

) |p = LX (gij) |p + δijLX

(
dxi

)
dxj + δijdxiLX

(
dxj

)
= δijLX

(
dxi

)
dxj + δijdxiLX

(
dxj

)
= LX

(
δijdxidxj

) |p.
Thus Hessf |p is the same if we compute it using g and the Euclidean metric in the
fixed coordinate system. �

Lie derivatives also come in handy when working with Lie groups. For a Lie
group G we have the inner automorphism Adh : x → hxh−1and its differential at
x = e denoted by the same letters

Adh : g → g.

Lemma 69. The differential of h → Adh is given by U → adU (X) = [U,X]

Proof. If we write Adh (x) = Rh−1Lh (x), then its differential at x = e is
given by Adh = DRh−1DLh. Now let F t be the flow for U. Then F t (g) = gF t (e) =
Lg (F t (e)) as both curves go through g at t = 0 and have U as tangent everywhere
since U is a left-invariant vector field. This also shows that DF t = DRF t(e). Thus

adU (X) |e =
d

dt
DRF−t(e)DLF t(e) (X|e) |t=0

=
d

dt
DRF−t(e)

(
X|F t(e)

) |t=0

=
d

dt
DF−t

(
X|F t(e)

) |t=0

= LUX = [U,X] .

�

This is used in the next Lemma.

Lemma 70. Let G = Gl (V ) be the Lie group of invertible matrices on V. The
Lie bracket structure on the Lie algebra gl (V ) of left invariant vector fields on
Gl (V ) is given by commutation of linear maps. i.e., if X,Y ∈ TIGl (V ) , then

[X,Y ] |I = XY − Y X.

Proof. Since x → hxh−1 is a linear map on the space hom (V, V ) we see that
Adh (X) = hXh−1. The flow of U is given by F t (g) = g (I + tU + o (t)) so we have

[U,X] =
d

dt

(
F t (I)XF−t (I)

) |t=0

=
d

dt
((I + tU + o (t)) X (I − tU + o (t))) |t=0

=
d

dt
(X + tUX − tXU + o (t)) |t=0

= UX −XU.

�
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2. Elementary Properties

Given p 1-forms ωi ∈ Ω1 (M) on a manifold M we define

(ω1 ∧ · · · ∧ ωp) (v1, ..., vp) = det ([ωi (vj)])

where [ωi (vj)] is the matrix with entries ωi (vj) . We can then extend the wedge
product to all forms using linearity and associativity. This gives the wedge product
operation

Ωp (M)× Ωq (M) → Ωp+q (M) ,

(ω, ψ) → ω ∧ ψ.

This operation is bilinear and antisymmetric in the sense that:

ω ∧ ψ = (−1)pq
ψ ∧ ω.

The wedge product of a function and a form is simply standard multiplication.
There are three other important operations defined on forms: the exterior

derivative
d : Ωp (M) → Ωp+1 (M) ,

the Lie derivative
LX : Ωp (M) → Ωp (M) ,

and the interior product

iX : Ωp (M) → Ωp−1 (M) .

The exterior derivative of a function is simply its usual differential, while if we
are given a form

ω = f0df1 ∧ · · · ∧ dfp,

then we declare that
dω = df0 ∧ df1 ∧ · · · ∧ dfp.

The Lie derivative was defined in the previous section and the interior product is
just evaluation in the first variable

(iXω) (Y1, . . . , Yp−1) = ω (X,Y1, . . . , Yp−1) .

These operators satisfy the derivation properties:

d (ω ∧ ψ) = (dω) ∧ ψ + (−1)p
ω ∧ (dψ) ,

iX (ω ∧ ψ) = (iXω) ∧ ψ + (−1)p
ω ∧ (iXψ) ,

LX (ω ∧ ψ) = (LXω) ∧ ψ + ω ∧ (LXψ) ,

and the composition properties

d ◦ d = 0,
iX ◦ iX = 0,

LX = d ◦ iX + iX ◦ d,

LX ◦ d = d ◦ LX ,

iX ◦ LX = LX ◦ iX .
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The third property LX = d ◦ iX + iX ◦ d is also known a H. Cartan’s formula (son
of the geometer E. Cartan). It can be used to give an inductive definition of the
exterior derivative via

iX ◦ d = LX − d ◦ iX .

On a Riemannian manifold we can use the covariant derivative to define an
exterior derivative:

d∇ω (X0, ..., Xp) =
p∑

i=0

(−1)i (∇Xi
ω)

(
X0, ..., X̂i, ..., Xn

)
.

If ω = f, then d∇f = df and if ω = df, then(
d∇df

)
(X,Y ) = (∇Xdf) (Y )− (∇Y df) (X)

= Hessf (X,Y )−Hessf (X,Y )
= 0.

Using that this derivative, like the exterior derivative, has the derivation property

d∇ (ω ∧ ψ) =
(
d∇ω

) ∧ ψ + (−1)p
ω ∧ (

d∇ψ
)

we see that
d∇ (f0df1 ∧ · · · ∧ dfp) = d (f0df1 ∧ · · · ∧ dfp) .

Thus we have a nice metric dependent formula for the exterior derivative.

3. Integration of Forms

We shall assume that M is an oriented n-manifold. Thus, M comes with a
covering of charts

ϕα =
(
x1

α, . . . , xn
α

)
: Uα ←→ B (0, 1) ⊂ Rn

such that the transition functions ϕα◦ϕ−1
β preserve the usual orientation on Euclid-

ean space, i.e., det
(
D

(
ϕα ◦ ϕ−1

β

))
> 0. In addition, we shall also assume that a

partition of unity with respect to this covering is given. In other words, we have
smooth functions λα : M → [0, 1] such that λα = 0 on M −Uα and

∑
α λα = 1. For

the last condition to make sense, it is obviously necessary that the covering also be
locally finite.

Given an n-form ω on M we wish to define:∫
M

ω.

When M is not compact, it might be necessary to assume that the form has compact
support, i.e., it vanishes outside some compact subset of M.

In each chart we can write

ω = fαdx1
α ∧ · · · ∧ dxn

α.

Using the partition of unity, we then obtain

ω =
∑
α

λαω

=
∑
α

λαfαdx1
α ∧ · · · ∧ dxn

α,

where each of the forms
λαfαdx1

α ∧ · · · ∧ dxn
α



3. INTEGRATION OF FORMS 381

has compact support in Uα. Since Uα is identified with B (0, 1) , we simply declare
that ∫

Uα

λαfαdx1
α ∧ · · · ∧ dxn

α =
∫

B(0,1)

λαfαdx1 · · · dxn,

where the right-hand side is the integral of the function φαfα viewed as a function
on B (0, 1) . Then define∫

M

ω =
∑
α

∫
Uα

λαfαdx1
α ∧ · · · ∧ dxn

α

whenever this sum converges. Using the standard change of variables formula for
integration on Euclidean space, we see that this definition is indeed independent of
the choice of coordinates.

We can now state and prove Stokes’ theorem for manifolds without boundary.

Theorem 88. For any ω ∈ Ωn−1 (M) with compact support we have∫
M

dω = 0.

Proof. If we use the trick

dω =
∑
α

d (φαω) ,

then we see that it suffices to prove the theorem in the case M = B (0, 1) ⊂ Rn and
ω has compact support on B (0, 1) . Then write

ω =
n∑

i=1

fidx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn,

where the functions fi are zero near the boundary of B (0, 1) . The differential of ω
is now easily computed:

dω =
n∑

i=1

(dfi) ∧ dx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn

=
n∑

i=1

(
∂fi

∂xi

)
dxi ∧ dx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn

=
n∑

i=1

(−1)i−1

(
∂fi

∂xi

)
dx1 ∧ · · · ∧ dxi ∧ · · · ∧ dxn.

Thus, ∫
B(0,1)

dω =
∫

B(0,1)

n∑
i=1

(−1)i−1

(
∂fi

∂xi

)
dx1 · · · dxn

=
n∑

i=1

(−1)i−1
∫

B(0,1)

(
∂fi

∂xi

)
dx1 · · · dxn

=
n∑

i=1

(−1)i−1
∫ (∫ (

∂fi

∂xi

)
dxi

)
dx1 · · · d̂xi · · · dxn.

The fundamental theorem of calculus tells us that∫ (
∂fi

∂xi

)
dxi = 0,
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as fi is zero near the boundary of the range of xi. In particular, the entire integral
must be zero. �

Stokes’ theorem leads to some important formulae on Riemannian manifolds.

Corollary 46. (The Divergence Theorem) If X is a vector field on (M, g)
with compact support, then ∫

M

divX · dvol = 0.

Proof. Just observe

divX · dvol = LXdvol
= iXd (dvol) + d (iXdvol)
= d (iXdvol)

and use Stokes’ theorem. �
Corollary 47. (Green’s Formulae) If f1, f2 are two compactly supported func-

tions on (M, g) , then∫
M

(∆f1) · f2 · dvol = −
∫

M

g (∇f1,∇f2) =
∫

M

f1 · (∆f2) · dvol.

Proof. Just use that

div (f1 · ∇f2) = g (∇f1,∇f2) + f1 ·∆f2,

and apply the divergence theorem to get the desired result. �
Corollary 48. (Integration by Parts) If S, T are two (1, p) tensors with com-

pact support on (M, g) , then∫
M

g
(
S�,∇divT

)
· dvol = −

∫
M

g (divS,divT ) · dvol,

where S� denotes the (0, p + 1)-tensor defined by

S� (X,Y, Z, . . .) = g (X,S (Y,Z, . . .)) .

Proof. For simplicity, first assume that S and T are vector fields X and Y.
Then the formula can be interpreted as∫

M

g (X,∇divY ) · dvol = −
∫

M

divX · divY · dvol.

We can then use that

div (f ·X) = g (∇f,X) + f · divX.

Therefore, if we define f = divY and use the divergence theorem, we get the desired
formula.

In general, choose an orthonormal frame Ei, and observe that we can define a
vector field by

X =
∑

i1,...,ip

S
(
Ei1 , . . . , Eip

)
divT

(
Ei1 , . . . , Eip

)
.

In other words, if we think of g (V, S (X1, . . . , Xp)) as a (0, p)-tensor, then X is
implicitly defined by

g (X,V ) = g (g (V, S) ,divT ) .
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Then we have
divX = g (divS,divT ) + g

(
S�,∇divT

)
,

and the formula is established as before. �

It is worthwhile pointing out that usually∫
M

g
(
S�,div∇T

)
�= −

∫
M

g (∇S,∇T ) ,

even when the tensors are vector fields. On Euclidean space, for example, simply
define S = T = x1∂1. Then

∇ (
x1∂1

)
= dx1∂1,∣∣dx1∂1

∣∣ = 1,

div
(
dx1∂1

)
= 0.

Of course, the tensors in this example do not have compact support, but that can
easily be fixed by multiplying with a compactly supported function.

4. Čech Cohomology

Before defining de Rham cohomology, we shall briefly mention how Čech coho-
mology is defined. This is the cohomology theory that seems most natural from a
geometric point of view. Also, it is the cohomology that is most naturally associated
with de Rham cohomology

For a manifold M, suppose that we have a covering of contractible open sets Uα

such that all possible nonempty intersections Uα1 ∩ · · · ∩Uαk
are also contractible.

Such a covering is called a good cover . Now let Ik be the set of ordered indices that
create nontrivial intersections

Ik = {(α0, . . . , αk) : Uα0 ∩ · · · ∩ Uαk
�= 0} .

Čech cycles with values in a ring R are defined as a space of alternating maps

Žk =
{
f : Ik → R : f ◦ τ = −f where τ is a transposition of two indices

}
.

The differential, or coboundary operator, is now defined by

d : Žk → Žk+1,

df (α0, . . . , αk+1) =
k∑

i=0

(−1)i
f (α0, . . . , α̂i, . . . , αk+1) .

Čech cohomology is then defined as

Hk (M,R) =
ker

(
d : Žk → Žk+1

)
im

(
d : Žk−1 → Žk+1

) .

The standard arguments with refinements of covers can be used to show that this
cohomology theory is independent of the choice of good cover. Below, we shall define
de Rham cohomology for forms and prove several properties for that cohomology
theory. At each stage one can easily see that Čech cohomology satisfies those same
properties. Note that Čech cohomology seems almost purely combinatorial. This
feature makes it very natural to work with in many situations.
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5. De Rham Cohomology

Throughout we let M be an n-manifold. Using that d ◦ d = 0, we trivially get
that the exact forms

Bp (M) = d
(
Ωp−1 (M)

)
are a subset of the closed forms

Zp (M) = {ω ∈ Ωp (M) : dω = 0} .

The de Rham cohomology is then defined as

Hp (M) =
Zp (M)
Bp (M)

.

Given a closed form ψ, we let [ψ] denote the corresponding cohomology class.
The first simple property comes from the fact that any function with zero

differential must be locally constant. On a connected manifold we therefore have

H0 (M) = R.

Given a smooth map f : M → N, we get an induced map in cohomology:

Hp (N) → Hp (M) ,

f∗ ([ψ]) = [f∗ψ] .

This definition is independent of the choice of ψ, since the pullback f∗ commutes
with d.

The two key results that are needed for a deeper understanding of de Rham
cohomology are the Meyer-Vietoris sequence and the Poincaré lemma.

Lemma 71. (The Mayer-Vietoris Sequence) If M = A∪B for open sets A,B ⊂
M, then there is a long exact sequence

· · · → Hp (M) → Hp (A)⊕Hp (B) → Hp (A ∩B) → Hp+1 (M) → · · · .

Proof. The proof is given in outline, as it is exactly the same as the corre-
sponding proof in algebraic topology.

First, we need to define the maps. We clearly have inclusions

Hp (M) → Hp (A) ,

Hp (M) → Hp (B) ,

Hp (A) → Hp (A ∩B) ,

Hp (B) → Hp (A ∩B) .

By adding the first two, we get

Hp (M) → Hp (A)⊕Hp (B) ,

[ψ] → ([ψ|A] , [ψ|B ]) .

Subtraction of the last two, yields

Hp (A)⊕Hp (B) → Hp (A ∩B) ,

([ω] , [ψ]) → [ω|A∩B ]− [ψ|A∩B ] .

With these definitions it is not hard to see that the sequence is exact at Hp (A)⊕
Hp (B) .
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The coboundary operator Hp (A ∩B) → Hp+1 (M) is as usual defined by con-
sidering the exact diagram

0 → Ωp+1 (M) → Ωp+1 (A)⊕ Ωp+1 (B) → Ωp+1 (A ∩B) → 0
↑ d ↑ d ↑ d

0 → Ωp (M) → Ωp (A)⊕ Ωp (B) → Ωp (A ∩B) → 0

If we take a closed form ω ∈ Zp (A ∩B) , then we have ψ ∈ Ωp (A) ⊕ Ωp (B)
that is mapped onto ω. Then dψ ∈ Ωp+1 (A) ⊕ Ωp+1 (B) is zero when mapped to
Ωp+1 (A ∩B) , as we assumed that dω = 0. But then exactness tells us that dψ
must come from an element in Ωp+1 (M) . It is now easy to see that in cohomology,
this element is well defined and gives us a linear map

Hp (A ∩B) → Hp+1 (M)

that makes the Meyer-Vietoris sequence exact. �

Lemma 72. (The Poincaré Lemma) The cohomology of the open unit disk
B (0, 1) ⊂ Rn is:

H0 (B (0, 1)) = R,
Hp (B (0, 1)) = {0} for p > 0.

Proof. Evidently, the proof hinges on showing that any closed p-form ω is
exact when p > 0. Using that the form is closed, we see that for any vector field

LXω = diXω.

We shall use the radial field X =
∑

xi∂i to construct a map

H : Ωp → Ωp

that satisfies

H ◦ LX = id,

d ◦H = H ◦ d.

This is clearly enough, as we would then have

ω = d (H (iXω)) .

Since LX is differentiation in the direction of the radial field, the map H should be
integration in the same direction. Motivated by this, define

H
(
fdxi1 ∧ · · · ∧ dxip

)
=

(∫ 1

0

tp−1f (tx) dt

)
dxi1 ∧ · · · ∧ dxip

and extend it to all forms using linearity. We now need to check the two desired
properties. This is done by direct calculations:

H ◦ LX

(
fdxi1 ∧ · · · ∧ dxip

)
= H

(
xi∂ifdxi1 ∧ · · · ∧ dxip + fLX

(
dxi1 ∧ · · · ∧ dxip

))
= H

(
xi∂ifdxi1 ∧ · · · ∧ dxip + pfdxi1 ∧ · · · ∧ dxip

)
=

((∫ 1

0

tp−1
(
txi

)
∂if (tx) dt

)
+ p

(∫ 1

0

ptp−1f (tx) dt

))
· dxi1 ∧ · · · ∧ dxip

=
(∫ 1

0

d

dt
(tp · f (tx)) dt

)
dxi1 ∧ · · · ∧ dxip

= f (x) dxi1 ∧ · · · ∧ dxip ;
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H ◦ d
(
fdxi1 ∧ · · · ∧ dxip

)
= H

(
∂if · dxi ∧ dxi1 ∧ · · · ∧ dxip

)
=

((∫ 1

0

tp∂if (tx) dt

)
dxi

)
∧ dxi1 ∧ · · · ∧ dxip

= d

(∫ 1

0

tp−1f (tx) dt

)
∧ dxi1 ∧ · · · ∧ dxip

= d

((∫ 1

0

tp−1f (tx) dt

)
∧ dxi1 ∧ · · · ∧ dxip

)
= d ◦H

(
fdxi1 ∧ · · · ∧ dxip

)
.

This finishes the proof. �

We can now prove de Rham’s theorem.

Theorem 89. (de Rham, 1931) If M is a closed manifold, then the de Rham co-
homology groups Hp (M) are the same as the Čech, or singular, cohomology groups
Hp (M, R) with real coefficients. In particular, all the cohomology groups are finitely
generated.

Proof. We first observe that both theories have natural Meyer-Vietoris se-
quences. Therefore, if M has a finite covering by open sets Uα with the property
that

Hp (Uα1 ∩ · · · ∩ Uαk
) = Hp (Uα1 ∩ · · · ∩ Uαk

, R)
for all p and intersections Uα1 ∩ · · · ∩ Uαk

, then using induction on the number of
elements in the covering, we see that the two cohomologies of M are the same.

To find such a covering, take a Riemannian metric on M. Then find a covering of
convex balls B (pα, r) . The intersections of convex balls are clearly diffeomorphic to
the unit ball. Thus, the Poincaré lemma ensures that the two cohomology theories
are the same on all intersections. In case the covering is infinite we also need to
make sure that it is countable and locally finite. This is clearly possible.

It also follows from this proof that the cohomology groups of a compact space
are finitely generated. �

Suppose now we have two manifolds M and N with good coverings {Uα} and
{Vβ}. A map f : M → N is said to preserve these coverings if for each β we can
find α (β) such that

Ūα(β) ⊂ f−1 (Vβ) .

Given a good cover of N and a map f : M → N, we can clearly always find a
good covering of M such that f preserves these covers. The induced map: f∗ :
Hp (N) → Hp (M) is now completely determined by the combinatorics of the map
β → α (β) . This makes it possible to define f∗ for all continuous maps. Moreover,
since the set of maps f that satisfy

Ūα(β) ⊂ f−1 (Vβ)

is open, we see that any map close to f induces the same map in cohomology.
Consequently, homotopic maps must induce the same map in cohomology. This
gives a very important result.

Theorem 90. If two manifolds, possibly of different dimension, are homotopy
equivalent, then they have the same cohomology.
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6. Poincaré Duality

The last piece of information we need to understand is how the wedge product
acts on cohomology. It is easy to see that we have a map

Hp (M)×Hq (M) → Hp+q (M) ,

([ψ] , [ω]) → [ψ ∧ ω] .

We are interested in understanding what happens in case p + q = n. This requires
a surprising amount of preparatory work. First we have

Theorem 91. If M is an oriented closed n-manifold, then we have a well-
defined isomorphism

Hn (M) → R,

[ω] →
∫

M

ω.

Proof. That the map is well-defined follows from Stokes’ theorem. It is also
onto, since any form with the property that it is positive when evaluated on a
positively oriented frame is integrated to a positive number. Thus, we must show
that any form with

∫
M

ω = 0 is exact. This is not easy to show, and in fact, it is
more natural to show this in a more general context: If M is an oriented n-manifold
that can be covered by finitely many charts, then any compactly supported n-form
ω with

∫
M

ω = 0 is exact.
The proof of this result is by induction on the number of charts it takes to

cover M. But before we can start the inductive procedure, we must establish the
result for the n-sphere.

Case 1: M = Sn. Cover M by two open discs whose intersection is homotopy
equivalent to Sn−1. Then use induction on n together with the Meyer-Vietoris
sequence to show that for each n > 0,

Hp (Sn) =
{

0, p �= 0, n,
R, p = 0, n.

The induction apparently starts at n = 0 and S0 consists of two points and therefore
has H0

(
S0

)
= R ⊕ R. Having shown that Hn (Sn) = R, it is then clear that the

map
∫

: Hn (Sn) → R is an isomorphism.
Case 2: M = B (0, 1) . We can think of M as being an open hemisphere of Sn.

Any compactly supported form ω on M therefore yields a form on Sn. Given that∫
M

ω = 0, we therefore also get that
∫

Sn ω = 0. Thus, ω must be exact on Sn.

Let ψ ∈ Ωn−1 (Sn) be chosen such that dψ = ω. Use again that ω is compactly
supported to find an open disc N such that ω vanishes on N and N ∪M = Sn.
Then ψ is clearly closed on N and must by the Poincaré lemma be exact. Thus,
we can find θ ∈ Ωn−2 (N) with dθ = ψ on N. Now observe that ψ − dθ is actually
defined on all of Sn, as it vanishes on N. But then we have found a form ψ − dθ
with support in M whose differential is ω.

Case 3: M = A ∪ B where the result holds on A and B. Select a partition
of unity λA + λB = 1 subordinate to the cover {A,B} . Given an n-form ω with∫

M
ω = 0, we get two forms λA ·ω and λB ·ω with support in A and B, respectively.
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Using our assumptions, we see that

0 =
∫

M

ω

=
∫

A

λA · ω +
∫

B

λB · ω.

On A∩B we can select an n-form ψ with compact support inside A∩B such that∫
A∩B

ω̃ =
∫

A

λA · ω.

Using ω̃ we can create two forms,

λA · ω − ω̃,

λB · ω + ω̃,

with support in A and B, respectively. From our constructions it follows that they
both have integral zero. Thus, we can by assumption find ψA and ψB with support
in A and B, respectively, such that

dψA = λA · ω − ω̃,

dψB = λB · ω + ω̃.

Then we get a globally defined form ψ = ψA + ψB with

dψ = λA · ω − ω̃ + λB · ω + ω̃

= (λA + λB) · ω
= ω.

The theorem now follows by using induction on the number of charts it takes to
cover M . �

The above proof indicates that it might be more convenient to work with com-
pactly supported forms. This leads us to compactly supported cohomology , which is
defined as follows: Let Ωp

c (M) denote the compactly supported p-forms. With this
we have the compactly supported exact and closed forms Bp

c (M) ⊂ Zp
c (M) (note

that d : Ωp
c (M) → Ωp+1

c (M)). Then define

Hp
c (M) =

Zp
c (M)

Bp
c (M)

.

Needless to say, for closed manifolds the two cohomology theories are identical. For
open manifolds, on the other hand, we have that the closed 0-forms must be zero,
as they also have to have compact support. Thus H0

c (M) = {0} if M is not closed.
Note that only proper maps f : M → N have the property that they map

f∗ : Ωp
c (N) → Ωp

c (M) . In particular, if A ⊂ M is open, we do not have a map
Hp

c (M) → Hp
c (A) . Instead we observe that there is a natural inclusion Ωp

c (A) →
Ωp

c (M) , which induces
Hp

c (A) → Hp
c (M) .

The above proof, stated in our new terminology, says that

Hn
c (M) → R,

[ω] →
∫

M

ω
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is an isomorphism for oriented n-manifolds. Moreover, using that B (0, 1) ⊂ Sn,
we can easily prove the following version of the Poincaré lemma:

Hp
c (B (0, 1)) =

{
0, p �= n,
R, p = n.

In order to carry out induction proofs with this cohomology theory, we also
need a Meyer-Vietoris sequence:

· · · ← Hp
c (M) ← Hp

c (A)⊕Hp
c (B) ← Hp

c (A ∩B) ← Hp+1
c (M) ← · · · .

This is established in the same way as before using the diagram

0 ← Ωp+1
c (M) ← Ωp+1

c (A)⊕ Ωp+1
c (B) ← Ωp+1

c (A ∩B) ← 0
↑ d ↑ d ↑ d

0 ← Ωp
c (M) ← Ωp

c (A)⊕ Ωp
c (B) ← Ωp

c (A ∩B) ← 0.

Theorem 92. Let M be an oriented n-manifold that can be covered by finitely
many charts. The pairing

Hp (M)×Hn−p
c (M) → R,
([ω] , [ψ]) → ∫

M
ω ∧ ψ

is well-defined and nondegenerate. In particular, the two cohomology groups Hp (M)
and Hn−p

c (M) are dual to each other and therefore have the same dimension as
finite-dimensional vector spaces.

Proof. We proceed by induction on the number of charts it takes to cover
M. For the case M = B (0, 1) , this theorem follows from the two versions of the
Poincaré lemma. In general suppose M = A ∪B, where the theorem is true for A,
B, and A ∩B. Note that the pairing gives a natural map

Hp (N) → (
Hn−p

c (N)
)∗ = Hom

(
Hn−p

c (N) , R
)

for any manifold N. We apparently assume that this map is an isomorphism for
N = A,B,A ∩ B. Using that taking duals reverses arrows, we obtain a diagram
where the left- and right most columns have been eliminated

→ Hp (A ∩B) → Hp+1 (M) → Hp+1 (A)⊕Hp (B) →
↓ ↓ ↓

→ (Hp
c (A ∩B))∗ → (

Hp+1
c (M)

)∗ → (
Hp+1 (A)

)∗ ⊕ (Hp (B))∗ → .

Each square in this diagram is either commutative or anticommutative (i.e., com-
mutes with a minus sign.) As all vertical arrows, except for the middle one, are
assumed to be isomorphisms, we see by a simple diagram chase (the five lemma)
that the middle arrow is also an isomorphism. �

Corollary 49. On a closed oriented n-manifold M we have that Hp (M) and
Hn−p (M) are isomorphic.

7. Degree Theory

Given the simple nature of the top cohomology class of a manifold, we see that
maps between manifolds of the same dimension can act only by multiplication on
the top cohomology class. We shall see that this multiplicative factor is in fact an
integer, called the degree of the map.
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To be precise, suppose we have two oriented n-manifolds M and N and also a
proper map f : M → N. Then we get a diagram

Hn
c (N)

f∗
→ Hn

c (M)
↓ ∫ ↓ ∫
R d→ R.

Since the vertical arrows are isomorphisms, the induced map f∗ yields a unique
map d : R → R. This map must be multiplication by some number, which we call
the degree of f, denoted by degf. Clearly, the degree is defined by the property∫

M

f∗ω = degf ·
∫

N

ω.

Lemma 73. If f : M → N is a diffeomorphism between oriented n-manifolds,
then degf = ±1, depending on whether f preserves or reverses orientation.

Proof. Note that our definition of integration of forms is independent of co-
ordinate changes. It relies only on a choice of orientation. If this choice is changed
then the integral changes by a sign. This clearly establishes the lemma. �

Theorem 93. If f : M → N is a proper map between oriented n-manifolds,
then degf is an integer.

Proof. The proof will also give a recipe for computing the degree. First, we
must appeal to Sard’s theorem. This theorem ensures that we can find y ∈ N such
that for each x ∈ f−1 (y) the differential Df : TxM → TyN is an isomorphism.
The inverse function theorem then tells us that f must be a diffeomorphism in a
neighborhood of each such x. In particular, the preimage f−1 (y) must be a discrete
set. As we also assumed the map to be proper, we can conclude that the preimage
is finite: {x1, . . . , xk} = f−1 (y) . We can then find a neighborhood U of y in N,
and neighborhoods Ui of xi in M, such that f : Ui → U is a diffeomorphism for
each i. Now select ω ∈ Ωn

c (U) with
∫

ω = 1. Then we can write

f∗ω =
k∑

i=1

f∗ω|Ui
,

where each f∗ω|Ui
has support in Ui. The above lemma now tells us that∫

Ui

f∗ω|Ui
= ±1.

Hence,

degf = degf ·
∫

N

ω

= degf ·
∫

U

ω

=
∫

M

f∗ω

=
k∑

i=1

∫
Ui

f∗ω|Ui

is an integer. �
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Note that
∫

Ui
f∗ω|Ui

is ±1, depending simply on whether f preserves or reverses
the orientations at xi. Thus, the degree simply counts the number of preimages for
regular values with sign. In particular, a finite covering map has degree equal to
the number of sheets in the covering.

On an oriented Riemannian manifold (M, g) we always have a canonical volume
form denoted by dvolg. Using this form, we see that the degree of a map between
closed Riemannian manifolds f : (M, g) → (N,h) can be computed as

degf =

∫
M

f∗ (dvolh)
vol (N)

.

In case f is locally a Riemannian isometry, we must have that:

f∗ (dvolh) = ±dvolg.

Hence,

degf = ±volM
volN

.

This gives the well-known formula for the relationship between the volumes of
Riemannian manifolds that are related by a finite covering map.

8. Further Study

There are several texts that expand on the material covered here. The book by
Warner [92] is more than sufficient for most purposes. There is also a very nice book
by Bott and Tu [16] that in addition covers characteristic classes. This book only
has the small defect that it doesn’t mention how one can compute characteristic
classes using curvature forms. This can, however, be found in [87, vol. V]. The
more recent book [63] is also an excellent book that is easy to read.
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[8] W. Ballmann and P. Eberlein, Fundamental groups of manifolds of non-positive curvature,

J. Diff. Geo. 25 (1987) 1-22.
[9] W. Ballmann, V. Schroeder and M. Gromov, Manifolds of non-positive curvature, Boston:
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by Gromov-Gallot, 275

Bianchi’s first identity, 33

Bianchi’s second identity, 33

Bochner formula, 331

for forms, 218

for the curvature tensor, 221

Bochner technique

for 1-forms, 205

for Killing fields, 190

in general, 209

Bonnet’s diameter estimate, 170

Bundles

of frames, 151

over 2-sphere, 18, 91, 357, 373

Busemann function, 285

Cartan formalism, 59

Cartan’s theorem, 164

Center of mass, 164

Cheeger’s lemma, 319

Cheng’s maximal diameter theorem, 270,
285

Christoffel symbols, 31

Clifford multiplication, 213

Codazzi equation, see also Normal
curvature equation

Cohomology

Čech, 383

de Rham, 202, 384

compactly supported, 388

Hodge, 205

Compact embedding, 302

Comparison estimates

for Ricci curvature, 265
for sectional curvature, 173

Completeness, 138
geodesic, 118
metric, 123
of closed manifolds, 125
of Gromov-Hausdorff topology, 296

Conjugate point, 50, 140, 176
Conjugate radius estimate, 176
Connectedness Lemma

for functions, 180
for the energy functional, 180

Connectedness Principle, 181
with symmetries, 199

Connection
affine, 26
along curves, 153
form, 59, 103
of bi-invariant metric, see also

Metric!bi-invariant
on Euclidean space, 23
on Lie group, 56
on vector bundle, 209
representation in a frame, 58
Riemannian, 26

Constant curvature, 36
global classification, 146
local characterization, 135

Contractions, 53
Convergence

of maps, Gromov-Hausdorff, 298
of pointed spaces, Gromov-Hausdorff,

298
of spaces

Gromov-Hausdorff, 294
Hausdorff, 294
in Hölder topology, 309

Convergence theorem
of Anderson, 326
of Cheeger-Gromov, 318

Convexity radius, 177
Coordinates

Cartesian
in Euclidean space, 23
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on Riemannian manifold, 133
distance, 147, 318
exponential, 132
harmonic, 304
normal at a point, 56
polar

in the plane, 10
representation of metric in, 9

Covariant derivative, 27
in parallel frame, 158

Covering space, see also Riemannian
Critical point estimate, 350
Critical point theory, 333
Curvature

constant, see also Constant curvature
directional, 36, 44
form, 59, 103
Gauss, 101
in dimension 3, 38
in dimension 3, 38, 60
Isotropic, 61, 330
of a tensor, 35
of product metric, see also Product
of tensors, 224
operator, 36, 61, 212, 221, 226, 358

classification of ≥ 0, 260
on symmetric spaces, 255

representation in a frame, 58
Ricci, 38, 265, 324

in harmonic coordinates, 305
Riemannian, 33
scalar, 39, 213
sectional, 36, 61, 153, 225, 333

Cut locus, 142

Degree of a map, 389
Dirac operator, 213

on forms, 215
Directional derivative, 22
Dirichlet problem, 304
Displacement function, 168
Distance function, 41, 47, 125, 133, 135
Divergence, 28, 57
Doubly warped products, see also Products

Eguchi-Hanson metric, 91
Einstein

constant, 38
metric, 38, 254
notation, 8

Einstein tensor, 61
Elliptic estimates, 303
Elliptic operators, 303
Energy functional, 126
Euclidean space, 2

curvature of, 35
Euler characteristic, 102
Exponential map, 131
Extrinsic geometry, 44, 95

Fibration, 151
Finiteness theorem

for diffeomorphism types, 315, 320
in positive curvature, 319

for fundamental groups, 277
for homotopy types, 365

Focal point, 50

Frame
left invariant, 10
normal at a point, 27, 56
representation of metric in, 10

Frame bundle, 190
Framing, see also Frame
Frankel’s theorem, 182, 185
Functional distance, see also Metric
Fundamental equations

for curvature, 41
of Riemannian geometry, 47

Fundamental theorem
of convergence theory, 311
of hypersurface theory, 100
of Riemannian geometry, 25

Gauss equation, see also Tangential
curvature equation

Gauss lemma, 133
Gauss map, 95
Gauss-Bonnet theorem, 101
Geodesic, 116, 131, 133
Gradient, 22
Grassmannian

compact
as a symmetric space, 244
computation of curvatures, 246

hyperbolic
as a symmetric space, 246
computation of curvatures, 248

Hölder norms, 301
Hadamard theorem, 96
Hadamard-Cartan theorem, 162
Harmonic function, 281
Hessian, 28
Hessian comparison, 342
Hinge, 338
Hodge star operator, 203
Hodge theorem, 205
Holonomy, 252

of symmetric spaces, 258
Holonomy classification, 258
Homogeneous space, 5

completeness of, 149
k-point, 184

Hopf fibration, 4, 6, 15
Hopf problem, 108, 193, 212, 358
Hopf theorem, 102
Hopf-Rinow theorem, 137
Hyperbolic space, 74

as left-invariant metric, 80
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as rotationally symmetric surface, 12

geodesics in, 120

isometry group of, 76

Minkowski space model, 75

Riemann’s model, 74

Rotationally symmetric model, 74

upper half plane model, 74

Hypersurface

in Euclidean space, 42, 95

Index form, 185

Index Lemma, 186

Index notation, 54

Injectivity radius, 142

Injectivity radius estimate

by Cheeger, 319

generalization of Cheeger’s lemma, 332

in general, 178

in positive curvature, 178

Intrinsic geometry, 44, 95, 101

Isometric immersion, see also Riemannian

Isometry

distance-preserving, 147

Riemannian, see also Riemannian

Isometry group, 5, 189

of Euclidean space, 5

of Hyperbolic space, 76

of the sphere, 5

Isotropy group, 5

Jacobi field

along a geodesic, 160

for a distance function, 48

Killing field, 23, 188, 242

Koszul formula, 25

Kuratowski embedding, 297

Laplacian

connection, 209

coordiante representation, 57

in harmonic coordinates, 305

on forms, 204

on functions, 28

Laplacian estimate, 284

Law of cosines, 340

Left invariant

frame, 10

metric, see also Metric

Length comparison, 184, 185

Length functional, 126

Length of curve

in metric space, 150

in Riemannian manifold, 121

Lichnerowicz formula, 213

Lie group, 6

bi-invariant metric, see also Metric

geodesics of bi-invariant metric, 151

geodesics on, 121

Line, 282

Local models, 331

Maximum principle, 58, 279

Mayer-Vietoris sequence

for de Rham cohomology, 384

Metric

ball, 123

bi-invariant, 18, 121, 151, 291

as a symmetric space, 236, 250

distance, 121

Einstein, 38

functional, 126, 151

homogeneous, see also Homogeneous
space

Kähler, 62, 232, 262, 263

left-invariant, 6

local representation of, 9

on frame bundle, 151

on tangent bundle, 151

rotationally symmetric, 12

computation of curvatures, 68

scalar flat, 69

Mixed curvature equation, see also normal
curvature equation

Musical isomorphisms, 213

Myers’ diameter estimate, 171

Norm

Cm,α

for functions, 302

for manifolds, 308

harmonic

for manifolds, 321

of tensors, 54

weak

for manifolds, 332

weighted

for manifolds, 331

Norm estimate

using distance functions, 318, 321

using exponential maps, 318

using harmonic coordinates, 324

Normal curvature equation, 45

in Euclidean space, 97

Obstructions

for constant sectional curvature, 147

for negative curvature operator, 108

for negative sectional curvature, 162

for nonnegative sectional curvature, 357

for positive curvature operator, 108, 212

for positive Ricci curvature, 213

for positive scalar curvature, 213

for positive sectional curvature, 173

for Ricci flatness, 288

Poincaré duality, 387

Parallel
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on manifold, 28

vector field, 60

Parallel curvature, 238

Parallel field

along curve, 156

for a distance function, 50

Partial derivatives

first, 112

second, 112

third, 154

Partials, see also Partial derivatives

Partials derivatives

and curvature, 156

Pinching theorem

for Ricci curvature, 328

for sectional curvature, 329

Poincaré lemma

for de Rham cohomology, 385

Precompactness theorem

for lower Ricci curvature bounds, 300

for spaces with bounded norm, 312

in Gromov-Hausdorff topology, 299

Preissmann’s Theorem, 167

Product

Cartesian, 17, 60

doubly warped, 13

computation of curvatures, 71

warped, 64

Product spheres

computations of curvatures, 65

Projective space

complex, 6, 17, 97

as a symmetric space, 248

computation of curvatures, 85, 249

holonomy of, 263

quaternionic, 263

real, 7

Pseudo-Riemannian manifold, 4

Quarter pinching, 61, 346

Radial curvature equation, 44

Rank, 237, 260

of a Lie group, 195

rigidity in nonpositive curvature, 260

Ray, 282

de Rham’s decomposition theorem, 253

de Rham’s theorem, 386

Riemannian

covering, 7, 144, 162

embedding, 3

immersion, 3

in Euclidean space, 97

isometry, 2

uniqueness of, 144

manifold, 2

submersion, 4, 82, 148, 151

Scaling, 62

Schur’s lemma, 39

Schwarzschild metric, 72

Second covariant derivative, 29

Second fundamental form, see also Shape
operator

Segment, 123, 133

characterization, 139

Segment domain, 139

Semi-Riemannian manifold, 4

Shape operator, 43

for hypersurface in Euclidean space, 96

Soul theorem, 349

Sphere, 3

as doubly warped product, 15

as rotationally symmetric metric, 14

as surface of revolution, 11

computation of curvatures, 64

geodesics on, 120

isometry group of, 5

Sphere theorem

Berger, 180

Grove-Shiohama, 347

Rauch-Berger-Klingenberg, 181, 346

Spin manifolds, 213

Splitting theorem, 283

SU (2), see also Berger spheres

Subharmonic function, 280

Submetry, 148

Superharmonic function, 280

Surface

of revolution, 10, 98

rotationally symmetric, 11

Symmetric space, 236, 239

computation of curvatures, 242

existence of isometries, 238

Symmetry rank, 195

Synge’s lemma, 172

Tangential curvature equation, 44

in Euclidean space, 97

Topology

manifold, 123

metric, 123

Toponogov comparison theorem, 339

Torus, 7, 17

Totally Geodesic, 145

Triangle, 338

Type change, 51

Variational field, 127

Variations, 127

First Variation Formula, 127

Second Variation Formula, 158

Volume comparison

absolute, 269

for cones, 291
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relative, 269, 291
Volume form, 57, 266

Weak second derivatives, 279

Weitzenböck formula, 211
for forms, 217

Weyl tensor, 92
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